A network device for interconnecting computer networks, the device including a bridge having a plurality of ports through which network communications pass to and from the bridge, the bridge also including a first interface enabling a user to partition the plurality of bridge ports into a plurality of groups, wherein each group represents a different virtual network, wherein the bridge treats all ports within a given group as part of the virtual network corresponding to that group and the bridge isolates the virtual networks from each other, whereby any communications received at a first port of the bridge are directly sent by the bridge to another bridge port only if the other bridge port and the first bridge port are part of the same group.
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BACKGROUND OF THE INVENTION

The invention relates to Local Area Networks (LANs) and to bridges and routers that are used on such networks.

Bridges are devices that connect local area networks (LANs) together to form what are referred to as Extended LANs. Large Extended LANs have proven to be difficult to manage because of fault-isolation and addressing problems. The present invention enables a LAN manager to divide a large Extended LAN into smaller virtual LANs that have less overhead and are easier to manage. It further allows the LAN manager to interconnect the virtual LANs with a router.

The recent emergence of large multiport bridges, such as GIGASwitch from Digital Equipment Corporation, which can bridge up to 22 FDDI LANs, enable users to create a large extended LAN. That is, logically it appears that all stations that are bridged together by the switch are on a single LAN. This large configuration is reasonable if the bridge is at the periphery of the extended network and is responsible for bridging together a small number (say 100-250) of stations. However, there are two disadvantages if the bridge is used as the backbone of a large extended LAN. First, implementation and addressing limitations may limit the number of stations that can be present on a single Extended LAN. For example, it is well-known that broadcast traffic used in a LAN does not scale well as the number of LAN stations increases. The second problem is the lack of “firewalls” between the individual LANs that are bridged together by the bridge. An error on one LAN caused by a particular protocol failure can cause all other protocols on the LAN to fail. For example, if a set of stations on a particular LAN get stuck in a loop where they keep generating broadcast traffic, then the entire Extended LAN can fail. Thus some users choose to use a device called a router (as opposed to a bridge) to interconnect LANs.

There are several well-known differences between bridges and routers which make interconnecting LANs with routers more flexible and easier to manage. Routers allow users to construct extremely large and yet manageable networks. Some reasons for this are as follows. First, routers typically do not allow broadcast traffic; if they do, the broadcast traffic can be carefully controlled. By contrast, bridges must allow broadcast to allow LAN protocols to work correctly. Second, routers can be used to break up networks into a hierarchy of manageable subnetworks; bridges cannot. Third, routers have access to more information fields in messages than do bridges; this allows routers to have more discrimination in enforcing security and performance policies.

SUMMARY OF THE INVENTION

This invention provides a way of dividing a large Extended LAN up into multiple “virtual” LANs (Vlans), which are interconnected by routers. The division is flexible and can be controlled by the manager. The division of the bridge ports into virtual LANs can also be done differently for different protocols.

In general, in one aspect, the invention features a network device for interconnecting computer networks. The network device includes a bridge having a plurality of ports through which network communications pass to and from said bridge, and it also includes a first interface enabling a user to partition the plurality of bridge ports into a plurality of groups, wherein each group represents a different virtual network. The bridge treats all ports within a given group as part of the virtual network corresponding to that group and the bridge isolates the virtual networks from each other, whereby any communications received at a first bridge port are directly sent by the bridge to another bridge port only if the other bridge port and the first bridge port are part of the same group.

Preferred embodiments include the following features. The bridge also includes a second interface for enabling the user to designate one or more of the plurality of bridge ports as client ports, wherein the bridge sends to the client ports communications that are received from a station on one of said virtual networks and ultimately destined for a station on another of said virtual networks. The network device also includes a router connected to the bridge through the one or more client ports. The router includes a plurality of ports through which network communications pass to and from the router. The router includes an interface enabling the user to designate which one or more of the router ports are connected to the bridge. The router also includes a source table that contains a mapping of source addresses to the virtual networks, the source addresses representing locations of stations that are connected to the virtual networks and that send communications to the bridge. Upon receiving a unicast packet from the bridge, the router uses the source table to identify the virtual network from which the unicast packet came.

Alternatively, in preferred embodiments, the router is assigned a different router address for each of the virtual networks. The router includes a table assigning a different router address to the router for each of the virtual networks. When a unicast packet is sent from a first station on a first virtual network and destined for a second station on a second virtual network, it contains the router address corresponding to the first virtual network. The router identifies the virtual network from which the unicast packet originated by detecting the router address in the unicast packet and through the table determining that the router address corresponds to the first virtual network.

Also in preferred embodiments, the router includes a database identifying each of the virtual networks by a different network identifier. When the router sends to the bridge a multicast packet that is intended for one of the virtual networks, the router adds a network identifier to the multicast packet, the added network identifier being obtained from the database and identifying the virtual network for which the multicast packet is intended. The bridge, upon receipt of the multicast packet sent, removes the network identifier from the multicast packet and then forwards the modified multicast packet to the virtual network identified by the network identifier. The bridge also includes a database mapping the bridge ports to the virtual networks and the bridge uses that database to identify the bridge ports to which the bridge forwards the modified multicast packet. Upon receipt of a multicast packet from any of the virtual networks, the bridge adds source information to the received multicast packet and forwards the resulting multicast packet through one of the client ports to the router. The bridge uses the database to obtain the source information that is added to the multicast packet and it identifies the virtual network from which the multicast packet received.
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The invention relates to Local Area Networks (LANs) and to bridges and routers that are used on such networks.

Bridges are devices that connect local area networks (LANs) together to form what are referred to as Extended LANs. Large Extended LANs have proven to be difficult to manage because of fault-isolation and addressing problems. The present invention enables a LAN manager to divide a large Extended LAN into smaller virtual LANs that have less overhead and are easier to manage. It further allows the LAN manager to interconnect the virtual LANs with a router.

The recent emergence of large multiport bridges, such as GIGASwitch from Digital Equipment Corporation, which can bridge up to 22 FDDI LANs, enable users to create a large extended LAN. That is, logically it appears that all stations that are bridged together by the switch are on a single LAN. This large configuration is reasonable if the bridge is at the periphery of the extended network and is responsible for bridging together a small number (say 100–250) of stations. However, there are two disadvantages if the bridge is used as the backbone of a large extended LAN. First, implementation and addressing limitations may limit the number of stations that can be present on a single Extended LAN. For example, it is well-known that broadcast traffic used in a LAN does not scale well as the number of LAN stations increases. The second problem is the lack of “firewalls” between the individual LANs that are bridged together by the bridge. An error on one LAN caused by a particular protocol failure can cause all other protocols on the LAN to fail. For example, if a set of stations on a particular LAN get stuck in a loop where they keep generating broadcast traffic, then the entire Extended LAN can fail. Thus some users choose to use a device called a router (as opposed to a bridge) to interconnect LANs.

There are several well-known differences between bridges and routers which make interconnecting LANs with routers more flexible and easier to manage. Routers allow users to construct extremely large and yet manageable networks. Some reasons for this are as follows. First, routers typically do not allow broadcast traffic; if they do, the broadcast traffic can be carefully controlled. By contrast, bridges must allow broadcast to allow LAN protocols to work correctly. Second, routers can be used to break up networks into a hierarchy of manageable subnetworks; bridges cannot. Third, routers have access to more information fields in messages than do bridges; this allows routers to have more discrimination in enforcing security and performance policies.

SUMMARY OF THE INVENTION

This invention provides a way of dividing a large Extended LAN up into multiple “virtual” LANs (Vlans), which are interconnected by routers. The division is flexible and can be controlled by the manager. The division of the bridge ports into virtual LANs can also be done differently for different protocols.

In general, in one aspect, the invention features a network device for interconnecting computer networks. The network device includes a bridge having a plurality of ports through which network communications pass to and from said bridge, and it also includes a first interface enabling a user to partition the plurality of bridge ports into a plurality of groups, wherein each group represents a different virtual network. The bridge treats all ports within a given group as part of the virtual network corresponding to that group and the bridge isolates the virtual networks from each other, whereby any communications received at a first bridge port are directly sent by the bridge to another bridge port only if the other bridge port and the first bridge port are part of the same group.

Preferred embodiments include the following features. The bridge also includes a second interface for enabling the user to designate one or more of the plurality of bridge ports as client ports, wherein the bridge sends to the client ports communications that are received from a station on one of said virtual networks and ultimately destined for a station on another of said virtual networks. The network device also includes a router connected to the bridge through the one or more client ports. The router includes a plurality of ports through which network communications pass to and from the router. The router includes an interface enabling the user to designate which one or more of the router ports are connected to the bridge. The router also includes a source table that contains a mapping of source addresses to the virtual networks, the source addresses representing locations of stations that are connected to the virtual networks and that send communications to the bridge. Upon receiving a unicast packet from the bridge, the router uses the source table to identify the virtual network from which the unicast packet came.

Alternatively, in preferred embodiments, the router is assigned a different router address for each of the virtual networks. The router includes a table assigning a different router address to the router for each of the virtual networks. When a unicast packet is sent from a first station on a first virtual network and destined for a second station on a second virtual network, it contains the router address corresponding to the first virtual network. The router identifies the virtual network from which the unicast packet originated by detecting the router address in the unicast packet and through the table determining that the router address corresponds to the first virtual network.

Also in preferred embodiments, the router includes a database identifying each of the virtual networks by a different network identifier. When the router sends to the bridge a multicast packet that is intended for one of the virtual networks, the router adds a network identifier to the multicast packet, the added network identifier being obtained from the database and identifying the virtual network for which the multicast packet is intended. The bridge, upon receipt of the multicast packet sent, removes the network identifier from the multicast packet and then forwards the modified multicast packet to the virtual network identified by the network identifier. The bridge also includes a database mapping the bridge ports to the virtual networks and the bridge uses that database to identify the bridge ports to which the bridge forwards the modified multicast packet. Upon receipt of a multicast packet from any of the virtual networks, the bridge adds source information to the received multicast packet and forwards the resulting multicast packet through one of the client ports to the router. The bridge uses the database to obtain the source information that is added to the multicast packet and it identifies the virtual network from which the multicast packet received.
Preferred embodiments also include the following additional features. The bridge includes a forwarding table which maps addresses of stations to bridge ports. Upon receipt at the bridge of a unicast packet sent by the router and having a destination address located on one of the virtual networks, the bridge determines from the forwarding table through which bridge port that destination address is reachable and then forwards the unicast packet through the identified bridge port. The router includes a memory storing a server record that identifies the bridge to the router, that identifies the one or more designated router ports, and that identifies which of the one or more designated router ports is operational. The router memory also stores a virtual network record for each of the virtual networks. Each of the virtual network records identifies the virtual network with which it is associated and it also identifies a particular one of the one or more designated router ports as the port through which the router sends communications to the virtual network associated with that virtual network record.

The invention enables the manager to reconfigure Vlans easily as the needs of the network changes. Reconfiguration of the network is done by setting parameters and not by redeploying cables or boxes. It is also possible to set up Vlans differently for different protocols, thus creating multiple logical networks from the same physical network.

The invention does not rely on any special features of particular implementations though some hardware support can improve efficiency. Thus, the invention can be used with any router and bridge; and it can also be retrofitted into existing routers and bridges, thus preserving user investment.

The bridge forwarding code for unicast packets is not affected by adding Vlan support; whereas the multicast code is increased only slightly to add and remove Vlans. The router forwarding code for sending packets is only marginally impacted (to add Vlans for multicast packets). The router forwarding code for receiving packets is only marginally impacted under one approach. Under an alternative approach, a source lookup must be added to the code path, but this can be done efficiently with simple hardware support of the kind used in bridges.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a router and a bridge which implement virtual LANs;

FIG. 2 is a block diagram of the invention showing port identification numbers on the router and the bridge;

FIG. 3 shows the interfaces for setting up a virtual LAN in the configuration illustrated by FIG. 2;

FIG. 4 shows a bridge/router configuration that is used to illustrate alternative methods of addressing;

FIG. 5 is a model of a virtual LAN multiplexing protocol;

FIG. 6 shows the data structures at the server and at the client; and

FIGS. 7a and 7b show the client and server state machines, respectively.

The appendices at the end of the specification include the following:

Appendix I contains a formal description of the data structures that are stored at a client;

Appendix II contains a formal description of the data structures that are stored at a server;

Appendix III lists the basic data types that are used;

Appendix IV presents a logical view of the protocol messaging formats;

Appendix V describes the timers and macros that are used for the transport protocol at the server;

Appendix VI describes the macros that are used to assign Vlans and addresses at the server;

Appendix VII describes the server protocol actions to send and receive hellos;

Appendix VIII describes the client macros for setting up Vlans and transport connections;

Appendix IX describes the client protocol code used to set up Vlans and transport connections;

Appendix X describes the server protocol actions to send updates and receive acks;

Appendix XI describes the code to receive updates and send acks at the client;

Appendix XII describes the server macros for forwarding packets to and from Vlans;

Appendix XIII describes server code for forwarding multicast and unknown destination packets to and from Vlans;

Appendix XIV describes the macros used by the client for forwarding packets to and from Vlans; and

Appendix XV describes the client protocol actions for forwarding packets to and from Vlans.

DESCRIPTION OF THE PREFERRED EMBODIMENTS

In FIG. 1 a router 100 and a bridge 102 are used to create four virtual LANs (identified as Vlan1 through Vlan4) from 12 individual LANs, each represented by a single line on the right of the figure. Router 100 is referred to herein as a VML client and bridge 102 is referred to as a VML server. Bridge 102 is a large switch, such as DEC's GIGASwitch, which has been modified to appear as four virtual bridges 104(1) through 104(4). Virtual bridges 104(1)–104(4) communicate with each other through router 100. In the described embodiment, the packets sent to router 100 by virtual bridges 104(1)–104(4) are multiplexed over a single line 106 that connects router 100 to bridge 102.

Filters internal to bridge 102 are used to make the bridge appear as a plurality of virtual bridges. And the multiplexing of packet traffic over the single line connecting bridge 102 to router 100 is accomplished by an extra protocol between a VML client layer at router 100 and a VML server layer at bridge 102. The following describes both the required bridge filters and the protocol between VML clients and servers in greater detail.

1. Setting up Vlans

The configuration in FIG. 2 of a router 100 and a bridge 112 connected by two links 114(1) and 114(2) will be used to illustrate the interfaces that are used to set up a virtual LAN. In that configuration two Vlans are shown, namely Vlan 1 and Vlan 2. The interfaces used to set up these Vlans are shown in FIG. 3.

A Vlan is set up using five steps. First, the user uses a management interface at bridge 112 to create Vlan 1 by declaring which bridge ports belong to this Vlan (i.e., ports
shows the creation of a Vlan locally called "FOO" at the router. The user creates a VML Server at router 110 and bridge 112. A similar procedure is used to set up Vlan 2 at the bridge.

Also note that each Vlan is given a type which represents the protocols that this Vlan serves. In other words, bridge 112 can appear to be divided into different Vlans for different protocol types. This allows protocols that cannot be connected through a router to be set up so that such protocols "see" bridge 112 as a single LAN. However, any two Vlans with the same type cannot have a common bridge port.

In the next step, the manager specifies the bridge ports that are connected to VML clients (i.e., routers) (step 132). In the illustrated example, bridge ports 17 and 6 are connected to a client router. Note that the manager does not specify which client ports are connected to the same router. The protocol figures this out by receiving "hellos" (to be described later) from client routers.

After the clients have been defined, the next few steps occur at the router. The user creates a VML Server at router 110 by specifying which router ports are connected to the same bridge (in this case, ports 23 and 19) (step 134). If router 110 was connected to another bridge, then the manager would create another VML server for the second bridge.

The server is also given a local name.

Next, the user creates Vlans at router 110 by specifying the local name of the server, the routing type, and the VlanId (which in this case is 1). The VlanId is used to coordinate Vlan setup at the router, and which corresponds to Vlan 1 at bridge 112. The correspondence is made because they both use a common VlanId of 1. The user creates a second Vlan at router 110 corresponding to Vlan 2 at bridge 112.

Finally, for each routing type that is supported, the user creates a circuit corresponding to each Vlan. Thus, for example, a circuit is created corresponding to Vlan 1 and a second circuit can be created corresponding to Vlan 2. The net result is that the router has circuits for each Vlan.

Creating Vlans at both bridge 112 and router 110 is necessary because current router interfaces require all router circuits to be declared in advance (although their status can change to reflect whether the circuit is up or down). Also, an alternative would have been to put all the details of creating a Vlan (i.e., which server, which VlanId etc.) in the circuit creation call at router 110. However, it seemed more desirable to provide a routing layer with a clean abstraction (i.e. a Vlan) that looks very much like a LAN. It also seemed desirable that the routing layer interfaces required to create a Vlan circuit be similar to the interfaces needed to create a LAN circuit. The details of mapping Vlans are present in the VML layer.

II. Multiplexing and Demultiplexing Vlans

When packets arrive at the router from the bridge, the router must be able to tell which Vlan the packet was sent on. Similarly when packets are sent by the router to the bridge on a specific Vlan, the bridge must be able to tell which Vlan the packet was sent on. These capabilities are provided through a mechanism by which information about a Vlan (specifically the VlanId described in the previous section) is embedded in a packet. First, the mechanism will be described and then the manner by which the mechanism is used to provide the capabilities will be described.

A. Encoding a VlanId Field in a Packet:

Consider a data packet P. The system provides a function that adds to P some information (e.g. the VlanId of the Vlan) that describes the Vlan on which P was sent. The system also provides a second function that removes the VlanId field from P.

There are two simple methods by which the VlanId can be added to packet P. The simplest method is to embed P in another packet Q and to add a specially created VlanId field to the header of packet Q. To remove the VlanId field, the system simply extracts P from Q. Another method is to use a redundant field in P. If there is some field in P that contains redundant information that can be derived from other fields in P, then that field can be used to encode the VlanId field. For example, there is a redundant field called the SSAP field in the Data Link Headers of most data packets on a LAN. This field is almost always equal to another field called the DSAP field. Thus, to add the VlanId, the SSAP can be set equal to the VlanId; and to remove the VlanId, the SSAP field can be set equal to the DSAP field.

The first method is more general but the second is more efficient as it does not require the addition of headers to the original packet P.

B. Distinguishing Packets Sent from Router to Bridge:

Referring to FIG. 2, consider a packet P sent from router 110 to bridge 112 on Vlan 1. Two cases must be distinguished, namely, P is either (1) a multicast packet or a unicast packet destined to another router or (2) a unicast packet other than one destined to another router. A multicast packet is defined as a message that is sent on a LAN to a group of stations. The destination address in a multicast packet is a group or multicast address. A unicast packet is a message sent on a LAN to a single station. The destination address in a unicast packet is an individual address.

If P is a multicast packet, P has a destination address that is a group address which identifies a set of stations. In this case, it is crucial that P be sent only to bridge ports corresponding to Vlan 1. Failure to do so can cause routing protocols to break because they use multicast packets to determine which stations are present on a LAN. Thus, multicast packet P sent by router 110 must carry some information so that the bridge can identify which Vlan packet P is to be sent on. Router 110 supplies this information by adding a VlanId field to multicast packets which it sends. The VlanId field identifies the Vlan, in this case Vlan 1.

In a previous section, two options were described for adding a VlanId field to a packet. Both options for adding a VlanId require changing the normal forwarding process of a bridge. However, most bridges process multicast packets in software; thus, the required changes to the forwarding process can easily be made in software.

When bridge 112 receives multicast packet P, it reads the VlanId field in P to find which Vlan P is to be sent on. It then sends P to only the bridge ports corresponding to Vlan 1. Thus in FIG. 2, P is only sent on ports 8 and 12. P is not sent on ports 9 and 15 as these correspond to Vlan 2. However, before bridge 112 sends P on ports 8 and 12, it removes the VlanId field because LAN stations may detect an error if they receive a packet with a VlanId field.

If P is a unicast packet destined for another router 111 (also designated R2 in FIG. 2), then the VlanId field is added to P before it is sent to the router. Once again, although this is a non-standard packet format, the router is able to receive such packets with an encoded VlanId.

If P is a unicast packet, P has a destination address that is an individual address which identifies a single station.
Router 110 could add a VlanId field to P as was done for multicast packets. However, many bridges forward unicast packets in hardware. Thus, it is hard to add the changes required for VlanId processing without redesigning the hardware. Another solution is to send a unicast packet P from the router without a VlanId field. When the packet P arrives at the bridge there are two possibilities. If the Destination Address DA in packet P is known to the bridge, packet P is sent to the bridge port corresponding to DA. If the Destination Address DA in P is unknown to the bridge, the packet P is sent on all bridge ports. For example, if packet P was destined to a Station A on Vlan 1, but the address of Station A has not been “learned” by bridge 112, then P will be sent on all ports, including that of Vlan 2. Since Station A is only on one bridge port, the other copies will be ignored. Thus, until bridge 112 learns of Station A, packets sent from router 110 to Station A will cause redundant copies to be sent on all ports. This is much the same as normal bridge operation.

C. Distinguishing Packets Sent from Bridge to Router:

Referring again to FIG. 2, suppose Station A on Vlan 1 sends a packet P that is destined to router 110. Bridge 112 forwards packet P to router 110. When packet P arrives at router 110, router 110 determines which Vlan the packet was sent on. Again, the two cases can be distinguished, one involving the handling of multicast packets and the other involving the handling of unicast packets. If the packet is a multicast packet, as noted above, bridge 112 adds a VlanId field before forwarding the packet. Thus, when router 110 receives the packet, it decodes the VlanId field to yield the Vlan the packet was sent on. If the packet is a unicast packet sent by a bridge, it will not carry a VlanId. Thus, a different approach is necessary. There are at least two different solutions, which shall be referred to as method 1 and method 2.

According to method 1, the router uses distinct source addresses for each Vlan. The router is assigned a unique source address for each Vlan it connects to. Thus, for example, referring to FIG. 4, if a router 140 has two Vlans, Vlan 1 and Vlan 2, the router is assigned an address X for Vlan 1 and an address Y for Vlan 2. When router 140 sends any packet P on Vlan 1 to bridge 142, it uses X as the source address (in the Data Link header of packet P). Similarly, when router 140 sends any packet Q on Vlan 2 to bridge 142 it uses Y as the source address. A station such Station A on Vlan 1 learns the address of router 140 from the source address of packets sent by router 140 to Station A. Thus, stations on Vlan 1, like Station A and Station B, will learn the router’s address as being X. Similarly, stations on Vlan 2, like Station C and Station D, will learn the router’s address as being Y. All unicast packets sent from Vlan 1 to router 140 will be sent to X, similarly all unicast packets sent from Vlan 2 to router 140 will be sent to Y. Router 140 is thus able to distinguish the Vlan on which a packet is sent by looking at the destination address. In the example, packets sent to X are for Vlan 1, while packets sent to Y are for Vlan 2.

Method 1 is elegant but has two drawbacks. First, some routing protocols insist that the router uses the same source address on all LANs that the router connects to, making this method inapplicable for such protocols. Second, this method requires that there be multiple addresses for each Vlan. This may be a problem for some implementations.

Method 2 avoids these drawbacks. Referring again to FIG. 4, according to method 2 the router keeps a Source Vlan Table 144 that associates 48-bit source addresses with Vlans. Received packets are distinguished by finding the Vlan associated with the Source Address of a received packet. For example, the router’s table maps the address of Station A to Vlan 1 and the address of Station C to Vlan 2. Thus, any packet with source address of Station A that is received at the router is assumed to have been sent on Vlan 1.

Source Vlan Table 144 at router 140 is updated by bridge 142 using the following mechanism. Bridge 142 eventually learns the bridge port corresponding to each source address and enters this information into its forwarding database 146. Thus, bridge 142 will learn that Station A belongs to bridge port 8 and Station C belongs to bridge port 9. Whenever there is a change to forwarding database 146, e.g., either a new entry is learned or a “timed out” entry is deleted, bridge 142 sends this information to router 140 using a reliable transport protocol. Each update sent to router 140 also carries the mapping of ports to Vlans, i.e., bridge 142 also indicates that bridge ports 8 and 12 belong to Vlan 1, while bridge ports 9 and 15 belong to Vlan 2. On receiving such an update, router 140 has enough information to update its Source Vlan Table 144.

Method 2 is general but it requires extra processing for look-up in the Source Vlan table and for updating this table. However, most routers today are brouters, i.e., they implement the bridge forwarding algorithm as well as the normal forwarding code. Since a lookup of the source address is part of the bridge forwarding algorithm, the router often has hardware support for this operation, which makes the operation quite inexpensive. In sum, Method 2 works for all routing protocols and can be efficient with a small amount of hardware support.

D. Other Functions of VML Protocol:

In the description thus far, only LANs have been connected to the bridge. However, there could also be wide area links connected to the bridge. The VML layer makes it appear that the wide-area link is directly connected to one particular router. In other words, if the router does not have an ATM or SONET interface but the bridge does, then the VML layer can provide a LAN “pipe” between the ATM line on the bridge and the router. Conceptually, this is no different from providing virtual LANs except that these lines are typically point-to-point wide area links running protocols like HDLC and SMDS (as opposed to a LAN which has multiple stations whose addresses are unknown). Thus the Source Vlan table required for this kind of “Vlan” is quite small and static, and hence can even be updated manually.

III. The Model of a Virtual LAN Multiplexing Protocol

A model implementation is shown in FIG. 5. A client 150 (i.e., a router) and a server 152 (i.e., a bridge) are each connected to a link 154 through respective Data Link layers 157 and 159. In the figure, the solid lines denote the flow of packets (data flow) and the dotted lines denote the major control flow. Thus, an arrow from a process to a database indicates that the process writes the database; an arrow from the database to the process indicates that the process reads the database.

A. Clients

Each client has a single Client Vlan Multiplexing Layer (VML Client Layer) 156 which is responsible for multiplexing Vlans on to physical links to servers. The multiplexing at the client is controlled by two data structures, namely, a ServerList 158 and a VlanList 160, that are set up by management. Briefly, ServerList 158 contains an entry for every server the client is connected to, and lists the router links that are physically connected to the server. VlanList 160
contains an entry for every Vlan that the client wishes to connect to and lists information like the server on which this Vlan belongs and the VlanId which helps identify the Vlan at the server.

Client VML layer 156 reads ServerList 158 and VlanList 160 and uses this and other state information to multiplex and demultiplex packets. Client VML Layer 156 offers the illusion of multiple Vlans to routing protocols. The routing protocols interface to the Vlans exactly as they do to LANS, i.e., they begin by opening a port, identifying which protocol types they wish to receive, and finally sending and receiving packets on the opened port.

A routing protocol can also (optionally) open a port on what is referred to as an “unknown” Vlan. Suppose a packet is received by Client VML Layer 156 with a protocol type specified by the routing protocol. Suppose also that Client VML layer 156 is unable to decide which Vlan the packet arrived on. Then, Client VML Layer 156 queues the packet on the unknown Vlan port. The routing protocol can then optionally decide to forward or discard the packet. Forwarding packets received on unknown Vlans can help data packets to be forwarded even during periods when Client VML Layer 156 is still learning the information needed to demultiplex packets. Opening a port to the “unknown” Vlan is just a way to model this mechanism.

B. Servers

At the server end, there is a corresponding VML Server Layer 164. Unlike VML Client Layer 156 at client 150, VML Server Layer 164 is only involved in setting up Vlans at the server and not in the actual forwarding of data packets. All packets received by Data Link 159 are handed to a Bridge Forwarding Layer 166. Bridge Forwarding Layer 166 forwards unicast packets to known destinations much as they would be handled in a normal bridge; however, the handling of multicast and unicast packets to an unknown destination is quite different. Bridge Forwarding Layer 166 consults a VlanList 168 at server 152, which contains a record for every Vlan declared at the server. VlanList 168 is used to forward multicast packets received on a Vlan only to the bridge ports corresponding to that Vlan. VlanList 168 is written by management, represented in Fig. 5 by management interface 170. VML Server Layer 164 sends Hello messages on every link that is declared to be a link to a client/router. The hellos sent on a link 154 are used to set up a transport connection to the VML Client Layer at the other end of link 154. If VML Client Layer 156 replies, a transport connection is set up. VML Server Layer 164 then begins to send updates reliably to VML Client Layer 156 on link 154.

As indicated in Fig. 5, Bridge Forwarding Layer 166 consults a Forwarding Database 172, which models the standard forwarding database on a bridge. The learning process in the bridge is modeled by a Learning Process 174 which writes information to Forwarding Database 172. There is also an interface between Learning Process 14 and VML Server 164. Learning Process 174 sends to all VML Clients all updates that it has used to update Bridge Forwarding Database 172. When a new link to a VML Client comes up, VML Server 164 informs Learning Process 174. Learning Process 174 then begins sending learning updates (corresponding to the current state of Forwarding Database 172) to VML Server 164. VML Server 164 packages this information and sends it to VML client 156. Finally, VML Client Layer 156 uses the updates to build a Source Vlan Table. Recall that the Source Vlan Table, described in connection with Fig. 4, is used by VML Client Layer 156 to demultiplex received packets.

As Learning Process 174 gets new information it does not send a complete copy of the new database; instead it only sends incremental updates. Thus, a complete set of updates is only sent when a line to a VML Client first comes up. Later changes are sent as incremental updates. However, the use of incremental updates requires a reliable transport protocol between the server and client on each line. The transport protocol is responsible for retransmitting each update until an ACK is received from the client.

C. Relationship to Bridge Architecture

For the described embodiment, it is assumed that all VML servers are IEEE 802.1 compliant spanning tree bridges. Thus, there are two ways the Spanning Tree protocol can interact with the VML protocol. VML server 164 can implement a single spanning tree for all Vlans or a separate spanning tree for each Vlan.

In the described embodiment, every VML server 164 implements a single spanning protocol for all Vlans. In other words, each VML server implements the spanning tree protocol on all its links. Once the spanning tree has stabilized, the Vlan ports specified by management will define the breakup of the Extended LAN into Vlans. Similarly, VML server 164 builds a single learning database for the entire bridge and not a separate learning database for each Vlan. As in the bridge architecture, the station addresses are unique over the entire Extended LAN (as opposed to only requiring unique addresses for each Vlan).

IV. A More Detailed Protocol Specification

A. The Client Data Structures

The principle data structures stored in memory at both client and server are shown in Fig. 6. Considering first the data structures at the client end, there is a VlanRecord 200 for each Vlan declared at the client and there is a ServerRecord 202 for each server that the client knows about. Each VlanRecord 200 points to the Server Record 202 corresponding to the server on which this Vlan belongs. Each ServerRecord 202 points to a set of physical link interfaces that connect the client to the server. Each such link interface has a LinkRecord 204 which contains variables required to implement a reliable transport protocol. The transport protocol is used to send information (from the server to the client) that maps source addresses to Vlans. This mapping information is stored in a SourceVlanTable 168 at the client end. There is one SourceVlanTable 206 per link at the client and it is pointed to by the corresponding LinkRecord 204.

Note that one may use multiple links between the router and the bridge as described in the U.S. Patent Application entitled “SYSTEM FOR ACHIEVING SCALABLE ROUTER PERFORMANCE”, by George Varghese, David R. Oran, and Robert E. Thomas, filed on an even date herewith, and which issued as U.S. Pat. No. 5,905,723 on May 18, 1999 and incorporated herein by reference. In that case, there would be multiple LinkRecords.

VlanRecords 200 are linked together in a VlanList ServerRecords 202 are linked together in a ServerList. And LinkRecords 204 are stored in an array indexed by the link number.

Each of the three records will now be described in greater detail.

1. VlanRecord

Each VlanRecord 200 contains a VlanId 200(1), which identifies the corresponding Vlan at the server; a Name 200(2), which only has local significance and is set according to the manager’s convenience; a type 200(3), which identifies the routing type of the Vlan; and a ServerName 200(4), which identifies the name of the server on which this Vlan belongs. These variables are set by management. Each
VlanRecord 200 also has two other variables, both of which are set by the protocol, namely, a Status variable 200(5) and an AssignedLink variable 200(6). Status variable 200(5) indicates if the Vlan is correctly set up and if not, gives an indication of the type of error. The three possible errors are TypeMismatc, if the Vlan type at the client does not match the Vlan type of the corresponding Vlan at the server; IdMismatc, if there is no Vlan at the server with a VlanId equal to that declared at the client end; and ServerFailure, if none of the links to the server are considered operational. AssignedLink variable 200(6) describes the physical interface assigned to this Vlan at the client.

2. ServerRecord

ServerRecord 202 contains two variables that are set by management. The first is a Name variable 202(1) that is a local name assigned by management to this server. A VlanRecord V is made to point to a ServerRecord S by setting V.ServerName=S.Name. The second variable set by management is Links 202(2), a variable that identifies the set of physical interfaces that connect the client to this particular server. FIG. 6 shows two links between the client and the server. Thus, ServerRecord 202 at the client points to the two corresponding link records.

ServerRecord 202 also contains two other variables that are set by the protocol. First, there is a LiveLinks variable 202(3) which is the subset of physical links declared in Links that are operational. The traffic from the client to the server must only be split among the set of LiveLinks. As links fail and recover LiveLinks is updated by the protocol. Finally, there is a State variable 202(4) which describes error conditions. The two possible errors are MultipleServers, if any two links in Links are connected to two distinct servers, and Broadcast, if any link to Links is not a point-to-point link to the server.

3. LinkRecord

Each LinkRecord 204 contains variables required to implement a reliable transport connection with a corresponding link at the server end. Note that if there are multiple links between a client and a server, separate transport connections on each link are set up. ServerId 204(1) is a 48-bit unique Id of the remote server and ConnectId 204(2) is a 32 bit connection identifier. State 204(3) is the state of the connection; the link is considered to be operational when the connection state is ON. SequenceNumber 204(4) is the number of the last update successfully received from the server. Each LinkRecord contains a pointer to a SourceVlanTable 206 that is used to map source addresses of received unicast packets to the Vlan on which the packet was sent. Finally, a ClientAddresses variable 204(6) is a list of addresses used by all VML clients on the same server, as reported by the server.

A more comprehensive description of the client data structures can be found in the pseudocode that is presented in Appendix I, attached hereto. The description uses the simple data types that are described Appendix III, also attached hereto.

B. Server Data Structures

As at the client, the server keeps a VlanRecord 210 for every Vlan declared at the server. The server also has a variable called ClientLinks 212 that lists the set of server links that are connected to clients. For each such link, the server keeps a LinkRecord 214 that has more fields than the corresponding LinkRecord 204 kept at the client. Finally, just as the client keeps a ServerRecord 202 for each server, the server keeps a ClientRecord 209 for each client it knows about. The ClientRecord information is useful in implementing hunt groups at the server. For further discussion of hunt groups as they apply to the bridge see U.S. patent application Ser. No. 07/542,856, entitled Fast Arbiter Having Easy Scaling for Large Numbers of Requesters, Large Numbers of Resource Types with Multiple Instances of Each Type, and Selectable Queuing Disciplines, incorporated herein by reference.

These data structures will now be described in greater detail.

1. VlanRecord

VlanRecord 210 includes VlanId, Name, and Type fields 210(1), 210(2), and 210(3) of which are declared by management just as at the client end. However, at the server end, management also specifies VlanLinks 210(4) which is the set of bridge links that belong to this Vlan. There are also two variables set by the protocol, namely, a ClientLinks variable 210(5) and a Status variable 210(6). ClientLinks 210(5) is a subset of the server variable ClientLinks that represents the client links to which this Vlan has been assigned. If there are multiple links between a server and a client, the client assigns each Vlan to exactly one operational link. Each client reports the link to which it assigns Vlan V to the server, and the server stores the set of assigned links to ClientLinks 210(5). Status variable 210(6) is identical to Status variable 200(5) found in a client VlanRecord 200.

2. LinkRecord

LinkRecord 214 includes a ClientId variable 214(1), a ConnectId variable 214(2), a State variable 214(3), a SequenceNumber variable 214(4), all corresponding to previously described similar variables in the client LinkRecord. ServerLinkRecord 214 also includes additional variables. First, there is a Buffer variable 214(5) which is a buffer that stores the current update being transmitted on the link to the server. There is a Retransmits variable 214(6) that counts the number of times the update stored in Buffer variable 214(5) has been retransmitted to the client without receiving an acknowledgement. There is an Other Info field 214(7) that contains various 48-bit addresses that are used by the client. Finally, there is a Vlans variable 214(8) that identifies the Vlans that are assigned to the link.

3. ClientRecord

Just as in a ServerRecord at the client, each ClientRecord 209 stores a ClientId and a LiveLinks variable which represents the set of links to this client that are considered to be operational.

A formal description of the server data structures can be found in Appendix II, attached hereto.

C. Message Formats

There are four basic types of messages used by the VML protocol. First, servers send ServerHello messages and clients respond with ClientHello messages. These messages are used to set up the transport connections on links and also to coordinate Vlan information between client and server. Next, servers send Update messages to clients containing mapping information that is used by clients to update information in the SourceVlanTable of each link. Each Update message is numbered with a sequence number and clients respond to Updates by sending an ACK.

The relevant fields in each message are shown in Appendix IV, which presents only a logical view of the message formats. For example, in order to encode a variable length sequence (such as a set of VlanRecords), a length field is also needed.

For the most part, the fields of the messages shown in Appendix IV correspond to fields of similar names in the link records at client and server. The relevant state variables
are copied into fields of the same name in the protocol message. Thus, all fields in the client hello (except the Phase IV Address in the case of the DECnet Phase IV communication protocol) are copied from fields of the same name in the corresponding link record at the client. The Phase IV Address is copied from a global client variable that represents the 48-bit address corresponding to the Phase IV address of the client (i.e., Phase IV address prefixed by HI-ORD). If the client has no Phase IV address, this field is set to all 0's.

Similarly, all fields except ClientAddresses in the server hello are copied from fields of the same name in the corresponding link record at the client. The ClientAddresses field is copied from a global server variable that represents all the 48-bit addresses reported by clients.

Each update carries the Server Id, the connection identifier, a sequence number and the actual data. The ACK has the same fields except for the data field.

V. A Protocol for Controlling Vlans
A. Setting Up Transport Protocol Connections Using Hellos
The state machine used for the transport protocol is shown in FIGS. 7a–b. State machines attempt to set up a transport connection on each link between a client and a server. Once management declares a ClientLink at the server, the server creates a LinkRecord for the link. On creation and on power up or reset of the link, the LinkRecord is reset by setting the state of the link to INIT 300. The INIT state causes a wait for a timeout period that is sufficiently long such that by the time the server link exits INIT state: (1) all old control messages sent by the server and on the link will have disappeared (any control messages received by the server on a link in INIT state are ignored); and (2) the client will have timed out all old state information it had.

Thus, the timer in INIT state (called ConnectTimer) is set to be large enough to “flush” all old messages and state information. On expiry of the ConnectTimer, the server sets the state of the link to REQ 302 (i.e., requesting a connection) and sends a hello periodically to the client. All hellos sent by the server list the Vlan Id and type of all Vlans known to the server. All hellos sent by either the client or server carry the state of the sender; a Hello with state REQ is called a RequestHello; a Hello with state ON is called an OnHello.

If the client receives a RequestHello while in REQ state, the client transitions to an ON state 304 and sends back an OnHello. While the server periodically sends hellos in the REQ and ON state, the client only sends hellos in response to server hellos. The client is responsible for distributing the Vlans heard from a server among the multiple lines going to the server that are ON. It is also useful for deciding which links multicast traffic for a Vlan will flow on. The client distributes Vlans by setting the variable AssignedLink in a VlanRecord to point to the assigned link. A simple policy would be to distribute the Vlans in roughly equal fashion among all links to the server that are ON.

Having distributed the Vlans among the links to the server, the client sends back a hello to the server on the link it received a hello. The client hello lists all Vlans assigned by the client to this link. Notice that the server lists all its Vlans in its hello, while the client lists the Vlans assigned to the line on which the hello is sent.

Suppose an OnHello comes back on link L to the server. Suppose the hello is received while the server link record is in REQ state and the connection Id in the hello matches the server connectionId. Then the two way handshake to set up the connection is considered to be complete, and the server changes the state of the link to ON state 304. Also if a Vlan V is mentioned in the hello sent by the client, then the server updates the VlanRecord for V to include L in its list of ClientLinks. The ClientLinks for a Vlan is a subset of the ClientLinks of the server. Basically, when a server has multiple links to a client, the server selects exactly one of these links for each Vlan based on hellos sent by the client. The selected link is used by the server to send multicast traffic for the Vlan to the client.

In normal operation, once both client and server have turned a link ON, the server periodically sends hellos to the client and the client responds with a hello. However, if the client does not hear a hello from the server for a timeout period, the client transitions the link to REQ state 310. The default value of the timer in INIT state at the server is chosen to be three times as large as the client timeout.

Besides the normal operation, there are two other interesting cases. First, if the client receives a Hello from the server with a new connection Id or server Id (i.e., if the old server is disconnected and a new server plugged in) while in ON state, the client remains in ON state but essentially starts a new connection. If the client crashes and comes up, the client checks on this information. On expiry of the ConnectTimer, the client will not leave REQ state until the server sends an OnHello to the client and the client responds with a RequestHello. Receipt of the RequestHello causes the server to go into REQ state and restart the connection. This is important because when the client crashed it may have lost all previous updates; thus it must force the server to send it all updates by restarting the connection.

B. Mapping Client 48-bit Addresses

The hellos sent by the client also lists the 48-bit addresses used by the client on the link, including any address derived from the client address. When the server gets the hello it sets up all bridge forwarding Databases such that the address listed in the hello point to the link the hello was received on.

The VML server also builds up a list of all client addresses (using a variable ClientAddresses) that it reports back to clients in its server hellos. Note that if a client R sends a packet to another VML Client router S, client R then includes a VlanId in the packet. Client R can distinguish packets sent to other VML Clients by consulting a list of client addresses sent to R by the server.

C. Consistency Checking

Recall that the manager enters information at both client and server to set up Vlans. The code has a few consistency checks on this information.

Recall that the server sends a list of all its Vlans in its hello with VlanId and Type. Consider a Vlan V declared at the client with VlanId=1. The client will not assign Vlan V to a line unless it finds that the server reports some Vlan with VlanId=1 in its hello. Thus, if the manager incorrectly enters the VlanId field for a Vlan at the server and client, the client will not “bring up” the Vlan. Instead the State of Vlan V is reported as IdMismatch.

Suppose by accident, the manager connects a client to two different servers using links L1 and L2 but declares L1 and L2 to be part of one server record at the client. The client will detect this since it receives hellos with two different Server Ids on both links. The State of the corresponding server record is set to MultipleServers and all Vlans that belong to this server have their State changed to ServerFailure.

If the State of a Vlan is anything other than ON, the client will not send any traffic on this Vlan and will not assign this Vlan to any link.

D. Formal Code for Controlling Vlans at Server

The formal code used by the server to control Vlans is presented in Appendices V, VI, and VII. Appendix V shows...
the timers, constants, and macros used by the server transport protocol on each link. The code describes the timers as constants.

When a client hello is received on a link, the information in the link record for that link may change and the macros shown in Appendix VI are used to update information about Vlans, Clients, and addresses. The first macro UpdateClientList keeps track of the client links associated with each distinct client (some clients may be connected to the server with multiple links); if hunt groups are implemented, this information is used to create a single hunt group for all the ON links connected to each client. UpdateVlanStatus is used to choose at most one assigned link per client for each Vlan; the assigned link is the link on which the client reports the Vlan. This information is gathered into a set of client links for each Vlan that is used to forward multicast traffic. (Exactly one copy of a multicast packet sent on a Vlan is sent to each client by sending the packet to the assigned link for that client.)

Finally, UpdateAddresses (in Appendix VI) updates the set of 48-bit addresses reported by clients. It also makes forwarding database entries for these addresses.

In the formal code for the server transport protocol (Appendix VII), when some action on a link L is executed, it typically begins by obtaining the LinkRecord by looking up LinkArray[L]. It is, of course, assumed that there is a check as to whether L is a ClientPort and if L is not, the routine is not executed.

The server code describes actions taken when a hello is received and transport timers expire. It follows the state transitions described earlier.

E. Formal Code for Controlling Vlans at Clients

The code to control Vlans is described in Appendices VIII and IX. Appendix VIII contains a set of useful macros that are called by the client transport protocol.

InitializeConnection is called when a connection first begins at a client and initializes transport variables. UpdateServerRecord and UpdateVlanStatus are called whenever the client receives a new server hello.

UpdateServerRecord checks for server errors (such as being connected to two different servers on two links that were declared to be part of one server record) and updates the Forwarding Database entries for these addresses. UpdateVlanStatus similarly checks for Vlan errors (i.e., a Vlan declared at the client does not have a matching Vlan at the server) and also distributes Vlans among all the ON lines that connect the client and the server.

Finally, the main client code is described in Appendix IX. It has routines to process a received server hello and for handling transport timer expiry. It follows the state machine described earlier.

F. Sending Updates Reliably Over Transport Connections

This section describes how the forwarding tables at the server are sent reliably to the client using the transport connections set up on links.

As was previously described, when the server turns a link ON, the server initializes the SequenceNumber field (for the link) to 1. Similarly when the client starts a connection, the client initializes the SequenceNumber field to 0. The client also initializes its SourceVlanTable to be empty.

In normal operation, the server will send its forwarding table suitable encoded to the client on each line. The client will send ACKs back separately on each line. This is redundant because if a client has multiple lines to the server it really only needs one copy of the Forwarding table. However, by sending multiple copies parallel processing is possible.

When a connection starts at the server, the server informs the Update Process using a routine called InformUpdateProcess together with a status variable that is set to “new”. It is assumed that the Update Process keeps track of the outstanding updates on each client link. When the Update Process gets a status of new for a line, it begins to send the entire Forwarding Database to the client as a sequence of updates. However, the update process sends only one update at a time. Each update is numbered with the server sequence number; when the client receives the update, the client incrementally updates its SourceVlanTable using the update and sends back an ACK. When the ACK is received from the server, the server informs the Update Process using the routine InformUpdateProcess together with a status variable that is set to free. When this happens the Update Process sends the next outstanding update. If the forwarding database changes while the client is being loaded, the UpdateProcess must keep track of the outstanding updates for each client link.

The current update being sent to a client is stored in a variable called Buffer. If an ACK is not received before a RetransmitTimer expires, the update is retransmitted from Buffer. If more than a certain number of retransmissions takes place, the server starts a new connection by going into REQ state and incrementing the connection identifier.

The net result is that on each line, the client will build up a SourceVlanTable that maps source 48-bit addresses to Vlans.

1. Code for Sending Updates Reliably at the Server

The server code for sending updates reliably is described in Appendix X. It uses a macro that is an interface to the update process. It has routines to send a new update, to retransmit an update, and to receive an ACK from the server.

2. Code for Sending Updates Reliably at the Client

The client code for receiving updates reliably and sending updates is described in Appendix XI. It uses a macro that encapsulates the implementation specific method used to update the SourceVlanTable when a new update arrives. The code has only one routine, a routine that receives an update, checks whether it is a duplicate, and sends an ACK back to the server.

G. Forwarding Packets Between Vlans

1. Client Forwarding

Normally the interface to a Data Link is via a port. According to a simplified view of a port interface, a client opens a port and is given a descriptor (much like a Unix file descriptor). The client then enables a certain protocol specifier (includes information on SAPs, Protocol Types, multicast etc.) on the port. The specifier describes the kinds of packets the client wants to receive. Finally, clients can transmit packets to the port; these packets are then sent out on the link. Also received packets of the specified type are queued to the port.

The actual Data Link specifications are slightly different; for instance, the client does not give the port a single protocol specifier but instead separately enables each SAP, protocol type, etc. Also, the interface to receive a packet is typically a polling interface. However, these are just details.

One object is to make a Vlan look just like a LAN to clients and a similar port interface is offered to Vlans except that the ports on a Vlan are called VlanPorts to avoid confusion. Thus a routing protocol (e.g. Phase V DECNET) begins by opening a virtual port on a specified Vlan. Then the routing protocol enables a single protocol specifier on the virtual port which describes all the kinds of packets that the routing protocol wishes to receive. Finally, the routing
unknown Vlan. In this case, the client opens associated physical ports on all server links.

When a virtual port is opened and given a protocol specifier, the VML layer at the client attempts to open up corresponding ports on all the physical links associated with this Vlan. Thus each Vlan has a server and each server has a set of physical links. The Client VML Layer opens up Data Link ports on such link and enables each such Data Link port with the specifier of the VlanPort. The client stores the mapping between VlanPorts and Data Link ports in the PortMappingList. This list consists of a record for each association between a VlanPort and a Data Link port. Thus each VlanPort has multiple records in the PortMappingList, one for each Data Link port it is associated with.

The routing protocol can choose to open a port to the unknown Vlan. In this case, the client opens associated physical ports on all server links.

When forwarding a packet sent on VlanPort VP on Vlan V, the client first picks a link L among all the “live” links associated with Vlan V. These are the links associated with V’s server that are in ON state. Next, the client searches the PortMapping list to find the Data Link port LP associated with L. If the packet is multicast or is destined to another VML client, a VlanId field is added to the packet. Finally the packet is queued to Data link port LP.

When a packet is received on link L with protocol specifier S, the client attempts to find the Vlan V the packet was sent on by first looking for a VlanId field (if it exists) and then consulting the SourceVlanTable (if packet is unicast). If such a V is found, the client searches the PortMapping list to find the VlanPort VP associated with Vlan V and specifier S; the client then queues the packet to VP. If no such V is found, the client searches the PortMappingList to find the Data Link port LP associated with the “unknown” Vlan and specifier S. If such a port exists, the client queues the packet to VP.

2. Server Forwarding

The server forwarding algorithm is essentially the bridge forwarding algorithm except for small changes to the way a server forwards: a) multicast packets and b) packets sent to an unknown destination address.

The client uses the Vlan associated with the received multicast packet P is determined by the type of link P was received on. If P was received on a client link, the Vlan is determined from the VlanId field in P. If P was received on a link, the Vlan is determined from the VlanId field in P. If P was received on a Vlan link L, the Vlan is determined from the VlanId field in P and link L has been declared to be part of.

Multicast packets are sent to a Vlan V are forwarded only to Vlan links associated with V and to client links that report Vlan V in their client hellos. Before a multicast packet is sent on a client link, a VlanId field is added; similarly when a multicast packet is received from a client link, the VlanId field is removed before the packet is sent to Vlan links.

Packets with unknown destination address that are received on client links are sent to all Vlan links that are turned on in the spanning tree. Packets with unknown destination address that are received on a Vlan link are sent only on the Vlan associated with that link. Packets with unknown destination address are never sent on client links. This is because client hellos list all addresses of clients; hence client destination addresses should be unknown only during the (hopefully brief) period when the protocol initializes.
4. The method of claim 1, wherein the bridge includes a client port not included within the first plurality of ports and the communication is a multicast packet, the method comprising:

receiving the multicast packet on the client port;
identifying a group identifier within the multicast packet;
and
sending the multicast packet out on those ports having the same group identifier as the group identifier within the received multicast packet.

5. The method of claim 4, wherein:
the group identifier is removed from the multicast packet before sending the multicast packet out from the bridge.

6. The method of claim 1, further comprising:
assigning a protocol type to each group identifier;
wherein, for each port of first plurality of ports, the protocol type identifies a communication protocol used by a station connected to the port.

7. The method of claim 6, wherein no two distinct group identifiers having a same protocol type are assigned to a same port.

8. The method of claim 1, wherein a port may have more than one group identifier assigned to it.

9. A method of operating a network bridge having a first plurality of ports through which network communications pass to and from the bridge, the method comprising:

assigning a group identifier to each port of the first plurality of ports, wherein all ports with a same assigned group identifier are in a same group;
receiving a communication on a first port of the bridge;
if the first port is one of the first plurality of ports, sending the communication out of the bridge on all other ports of the first plurality of ports having the same assigned group identifier as the first port;
identifying a source of the communication received on the first port of the bridge;
determining a group identifier assigned to the destination;
and
if the group identifier assigned to the destination and the group identifier assigned to the source are different, sending the communication out the client port.

10. The method of claim 9, wherein the step of indicating the group identifier comprises:

replacing a redundant field within the communication with the group identifier.

11. A method of operating a network bridge having a first plurality of ports through which network communications pass to and from the bridge, the method comprising:

assigning a group identifier to each port of the first plurality of ports, wherein all ports with a same assigned group identifier are in a same group;
connecting a router to a client port of the bridge not within the first plurality of ports;
identifying the ports on the router connected to the network bridge;
defining, on the router, a correspondence between the identified ports connected to the network bridge and each distinct group identifier;
receiving a communication on a first port of the bridge;
if the first port is one of the first plurality of ports, sending the communication out of the bridge on all other ports of the bridge having the same assigned group identifier as the first port;
identifying a source of the communication received on the first port;
identifying a destination of the communication;
determining a group identifier assigned to the destination;
and
if the group identifier assigned to the destination and the group identifier assigned to the source are different, sending the communication out the client port.

12. The method of claim 11, further comprising:
receiving a second communication from the bridge at the router; and
determining a group identifier of the second communication.

13. The method of claim 11, further comprising:
receiving a second communication from the router to the bridge,
wherein the second communication comprises a first group identifier, and
wherein the second communication comprises a source address of the router assigned to the first group identifier.

14. The method of claim 11, further comprising:
maintaining, at the router, a record of a source address of each communication from the bridge and a respective group identifier.

15. A computer program product for use with a network device having a computer and a first plurality of ports on which network communications pass to and from the network device, wherein the network device includes a client port not within the first plurality of ports, and the computer program product comprises computer program instructions that when executed by the computer direct the computer to perform a method of directing the network communications, the method comprising:

assigning a group identifier to each port of the first plurality of ports, wherein all ports with a same assigned group identifier are in a same group;
receiving a communication on a first port of the network device;
if the first port is one of the first plurality of ports, sending the communication out of the network device on all other ports of the first plurality of ports having the same assigned group identifier as the first port;
receiving a multicast packet having a multicast destination address on the client port;
identifying a multicast packet having a multicast destination address on the client port;
and
sending the multicast packet out on those ports having the same group identifier as the group identifier within the received multicast packet,
wherein the group identifier is removed from the multicast packet before sending the multicast packet out from the network device.

16. The computer program product of claim 15, wherein the method further comprises:
identifying a source of the communication received on the first port.

17. The computer program product of claim 16, wherein the method further comprises:
identifying a destination of the communication;
determining a group identifier assigned to the destination; and
if the group identifier assigned to the destination and a
group identifier assigned to the source are different,
sending the communication out a client port not within
the first plurality of ports.

18. A computer program product for use with a network
device having a computer and a first plurality of ports on
which network communications pass to and from the net-
work device, the computer program product comprising
computer program instructions that when executed by the
computer direct the computer to perform a method of
directing the network communications, the method compris-
ing:
assigning a group identifier to each port of the first
plurality of ports, wherein all ports with a same
assigned group identifier are in a same group;
receiving a communication on a first port of the network
device;
if the first port is one of the first plurality of ports, sending
the communication out of the network device on all of
the ports of the first plurality of ports having the same
assigned group identifier as the first port;
identifying a source of the communication received on the
first port;
identifying a destination of the communication;
determining a group identifier assigned to the destination;
and
if the group identifier assigns to the destination and the
group identifier assigned to the source are different,
sending the communication out a client port not within
the first plurality of ports, indicating the group identi-
fier of the first port within the communication sent out
the client port and replacing a redundant field within
the communication with the group identifier.