Abstract—Data injection attacks to manipulate system state estimators on power grids are considered. A unified formulation for the problem of constructing attacking vectors is developed for linearized measurement models. Based on this formulation, a new low-complexity attacking strategy is shown to significantly outperform naive $l_1$ relaxation. It is demonstrated that it is possible to defend against malicious data injection if a small subset of measurements can be made immune to the attacks. However, selecting such subsets is a high-complexity combinatorial problem given the typically large size of electrical grids. To address the complexity issue, a fast greedy algorithm to select a subset of measurements to be protected is proposed. Another greedy algorithm that facilitates the placement of secure phasor measurement units (PMUs) to defend against data injection attacks is also developed. Simulations on the IEEE test systems demonstrate the benefits of the proposed algorithms.
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I. INTRODUCTION

COORDINATED cyberattacks have been increasingly viewed as an imminent threat to modern electric grids. As supervisory control and data acquisition (SCADA) systems become more sophisticated and interconnected, the connection between the control networks and administrative ones as well as the Internet makes them more susceptible to intrusions. Hackers may have already infiltrated portions of the U.S. electric grids and have left malicious software behind, raising serious security concerns [1]. It was reported in August 2010 that a computer worm, the first known to specifically target SCADA systems, had been trying to infect thousands of computers worldwide [2]. Compromised control systems can cause very extensive damage not only to electric grids but also to other critical infrastructures.

At the heart of a monitoring and control system lies the critical task of state estimation. Keeping track of the current state of the system based on a set of measurements distributed over the power network is essential for maintaining stability and preventing disruption. Power system state estimation is a well-established area of research. To determine gross errors that occasionally affect the measurements, statistical tests on the measurement residual are often used [3]. However, it is well known that if there are multiple bad measurements that are interacting and conforming, residual tests may not be able to identify the bad data [3].

It is not very likely for random phenomena such as measurement noises to cause simultaneous multiple bad data that can evade detection. However, the inability of conventional approaches to detect gross errors raises security concerns about intentional attacks on meters that can tamper with their measurements. The key observation from a recent work [4] is that under some mild conditions, synchronized data injection attacks on meters can successfully evade any detection schemes that are based on residual testing. Furthermore, the attacker may need to control only a few meters to launch a successful attack [4]. With the increasing deployment around the world of smart measurement devices, which may inherit some security issues of current computer networks, the vulnerability to malicious data injection attacks cannot be overstated.

In the present work, we develop a unified formulation for the problem of constructing an attacking vector under an optimization framework, taking into account constraints on the measurements and limited resources of the attacker. We also show that the proposed construction of attacking vectors in some previous work can be significantly improved. Built on the unified formulation, we develop a novel low-complexity attacking strategy, which is demonstrated to significantly outperform the naive $l_1$ relaxation. This attacking strategy can be seen as the combination of analysis-based and synthesis-based $l_1$ recovery problems [5], [6]. Our current work does not impose any additional assumptions on the underlying states, as required in some other work such as [7].

The sheer number of meters in electric grids makes it impractical to protect all of them. However, it is arguably plausible to protect a subset of the measurements, e.g., by a combination of encryption, continuous monitoring, separation from the Internet, etc. Given the typically very large size of electric grids, the complexity of selecting the key measurements to protect is a major issue. Even for a moderate-size network with a few hundred measurements, a brute force search over all possible small-size subsets is prohibitive.

In the current work, we propose a greedy algorithm that adds one measurement to the protected set at a time, which scales well with the network size. We also propose a fast algorithm that strategically places secure phasor measurement units (PMUs) at key buses in the network to defend against data injection attacks. The greedy nature of the proposed algorithms may facilitate
gradual upgrading of existing grids. Simulations on IEEE test systems illustrate the effectiveness of the proposed algorithms: Either protecting a small subset of existing measurements, or placing additional secure PMUs on a fraction of buses can force the attacker to seek control of significantly more meters to avoid being detected.

II. SYSTEM MODEL AND FORMULATION OF THE ATTACKING PROBLEM

Consider the linearized measurement model of an electric network

\[ z = H\theta + n \]  

(1)

where \( z \in \mathbb{R}^M \) is the vector of measurements, \( H \) is the measurement Jacobian matrix of size \( M \times N \), and \( n \) is the measurement noise [3]. The state vector \( \theta \) consists of the voltage phase angles at the buses. It is common to have \( M > N \), so that the redundancy in the measurements provides some form of protection against bad data. No specific distribution on the state variables \( \theta \) is assumed.

It is assumed that an attacker having control over multiple meters can inject a vector \( x \) making the measurements become \( \tilde{z} = z + x \) instead of the true measurements \( z \). It is shown in [4] that if there exists a \( c \in \mathbb{R}^N \) such that

\[ x = Hc. \]  

(2)

then this injection does not change the measurement residuals. In such cases, conventional statistical tests will not be able to detect the intruder. In the absence of measurement noise, the attacker would successfully trick the estimator into believing that the state vector is \( \theta + c \). The attacking vector \( x \) can be quite sparse, and thus the attacker can be successful even with limited resources [4].

We assume that the system is able to securely protect a subset of measurements preventing any attacker from changing their values. For example, some of the measurements may be encrypted. The exact mechanism to protect the meters is beyond the scope of the present work. Due to cost and management difficulties, the number of measurements being protected is assumed to be limited. One of the main goals of this work is to develop fast methods to identify which subset of measurements needs protecting.

In [4] it is proposed to transform (2) by left-multiplying both sides of (2) with a projection matrix \( P = HH^\dagger H^{-1}H^\dagger \), where \( \cdot^\dagger \) denotes the transpose of a matrix, leading to

\[ Px = x. \]  

(3)

Note that the projection matrix \( P \) is rank-deficient since the number of states \( N \) is in general (much) smaller than the number of measurements \( M \). Therefore, for a given \( c \) the two equations (2) and (3) are not equivalent in general. For example, consider \( P = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \). Then \( P \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} y_1 \\ y_2 \end{bmatrix} \) does not imply \( \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} y_1 \\ y_2 \end{bmatrix} \). Nevertheless, since it is only required that (2) holds for some \( c \), if (3) holds then one can construct \( c = (H^\dagger H)^{-1}H^\dagger x \) that satisfies the detection-evading condition. In the current work, however, we will use (2) exclusively as it fits naturally into the unified formulation that we develop next.

In the following we develop a unified formulation of the problem faced by the attacker, taking into consideration both the limited resources of the attacker and the security constraints imposed by the system designer. We also introduce a new constraint to make the attack more “meaningful,” which essentially requires that at least one element of the noiseless shift must be sufficiently large.

Let \( S \) denote the set of indices corresponding to the measurements that are protected, and let \( \bar{S} \) denote the complementary set of indices (i.e., those corresponding to the measurement that are unprotected). We define \( N_S = \lvert S \rvert \), i.e., the cardinality of \( S \). The measurement constraint for the attacker can be expressed as

\[ H^S c = 0. \]  

(4)

In the above we denote by \( H^S \) the matrix formed by the \( N_S \) rows of \( H \) indicated by the indices in \( S \). Similarly we can define \( H^\bar{S} \).

It is possible that this constraint makes the problem of choosing an attacking vector \( c \) infeasible. In particular, if we are able to protect a sufficiently large number of measurements \( N_S > N \) and furthermore \( \text{rank} \left( H^S \right) = N \) then the system of linear equations \( H^S c = 0 \) is overdetermined and the only solution is \( c = 0 \). In such cases, without having access to the protected meters, it is impossible for the attacker to find a nonzero \( c \) satisfying the condition (2). If the system is observable, then there exist \( N \) linearly independent measurements. By protecting these measurements, we are also guaranteed that the attacker cannot inject false data without affecting the residuals.

On the other hand, if \( \text{rank} \left( H^\bar{S} \right) < N \) then there are infinitely many nonzero solutions \( c \) to \( H^\bar{S} c = 0 \). However, having a vector \( c \) at whose all elements are too small in magnitude is not of much interest for the attacker, as this would have an insignificant impact on the estimated state vector. Therefore, to make the attack “meaningful,” the attacker further constrains that

\[ \| c \|_\infty \geq \tau \]  

(5)

with some positive threshold \( \tau \). That is, the \( \ell_\infty \) norm of the attacking vector \( c \) should be no smaller than \( \tau \). In other words, the noiseless shift caused by at least one of the elements of \( c \) must be larger than the threshold \( \tau \). Note that since the attacker can always scale a known solution of \( H^\bar{S} c = 0 \) by any constant to obtain another one, the condition (5) does not reduce the attacker’s ability to find an attacking vector \( c \). It, however, makes the optimization framework that we develop next more rigorous.

To find the smallest number of meters it needs to tamper with and their corresponding indices, the attacker needs to solve the optimization problem

\[ \min_c \| H^\bar{S} c \|_0 \]  

\[ \text{s.t. } H^S c = 0, \]  

\[ \| c \|_\infty \geq \tau \]  

(6)

for a given \( \tau > 0 \). In other words, the attacker wants to find the sparsest solution that satisfies all the constraints. We notice that without the extra constraint (5), the trivial optimizer to the
above optimization is \( c = 0 \) and thus \( x^S = H^S c = 0 \), i.e., the attacker should not attack the system!

Equivalently, the attacker can resort to solving a series of problems of the form

\[
\min_{c \in \{1, \ldots, N\}} \min_e \left\| H^S c \right\|_0
\text{ s.t. } H^S c = 0,
\]

It needs to solve the inner minimization for each state \( i \in \{1, \ldots, N\} \) and then takes the minimum of the \( N \) solutions. Extension to the case in which the attacker wants to focus its attack on a subset of state variables can be obtained by performing the outer minimization over a subset of \( \{1, \ldots, N\} \).

We now show that for all \( i \), solving the inner minimization in (7) is equivalent to solving

\[
\min_e \left\| H^S c \right\|_0
\text{ s.t. } H^S c = 0,
\]

where \( c_i \) is the \( i \)-th column of \( H \) and \( H_i \) denote the matrix formed by removing the \( i \)-th column from \( H \). We further denote \( c_i \) as the vector formed by removing the \( i \)-th component of \( c \). We can rewrite (8) in the final form as

\[
\min_{c_i, e \in R^{N-1}} H_i^S c_i + h_i^S
\text{ s.t. } H^S c_i + h^S = 0.
\]  

where \( H^S \) denotes the submatrices of \( H \) whose columns are indicated by \( T \) and rows are specified by \( S \), and other submatrices defined similarly. Clearly imposing additional constraints on specific attacking values leads to a less relaxed optimization (possibly even infeasible).

III. Attacker’s Strategies

The major issue for the attacker is that finding sparse solutions is in general NP-hard [8]. It is well known, however, that optimizing the \( \ell_1 \) norm helps promote sparsity, and thus a reasonable approach for the attacker is to find \( c_i \) that solves the convex relaxation of (10)

\[
\min_{c_i} \left\| H_i^S c_i + h_i^S \right\|_1
\text{ s.t. } H^S c_i + h^S = 0.
\]  

We refer to (12) as a naive \( \ell_1 \)-relaxation attack. It is worth pointing out that the relaxation from \( \ell_0 \) to \( \ell_1 \) does not change the constraints that make the attacker successfully evade detection: \( H^S c_i + h^S = 0 \). The only suboptimality that the attacker may suffer is that the solution may not be the \( \text{sparsest} \), i.e., there may exist other sets of indices to attack with smaller cardinality. The basis pursuit approach proposed in [4] is equivalent to the naive \( \ell_1 \)-relaxation (12).

The problem (12) is related to the analysis-based \( \ell_1 \) recovery problem. In the case in which the rows of \( H^S \) do not form an orthonormal basis, a fact that holds in general, this problem has not been fully understood from an analytical viewpoint [5], [6]. Alternatively, one may expect that the shift vector \( c_i \) should also be sparse, as this implies few states being modified. As the matrix \( H \) is also very sparse in practice, a sparse \( c_i \) may also lead to a sparse \( x^S \). Thus the attacker can also try to find the sparsest \( x^S \) indirectly by solving

\[
\min_{c_i} |c_i|_1
\text{ s.t. } H_i^S c_i + h_i^S = 0.
\]  

This heuristic in fact is a form of synthesis-based \( \ell_1 \) recovery, commonly encountered in the literature of compressed sensing [9]. The problem (13) is related but not equivalent to the original analysis-based problem [6].

Note that by introducing the variable \( u \geq 0 \), where the vector inequality indicates \textit{element-wise} inequalities, we can recast the optimization problem (12) as a linear program

\[
\min_{c_i, u} 1^T u
\text{ s.t. } H_i^S c_i + h_i^S = 0,
\]

where \( 1 \) is a vector of all ones. This linear program can then be solved efficiently, e.g., with interior point methods [10]. The same technique can be used in solving (13).
Unfortunately analytical comparison of the analysis- and synthesis-based approaches is generally difficult to develop [5], [6]. Thus, a priori it is unclear which approaches are more beneficial for the attacker. To tentatively estimate the efficiency of (12) versus that of (13) in some relatively realistic scenarios, we simulated attacks on standard IEEE test systems, using 300 random sets \( \mathcal{S} \) for each value of \( |\mathcal{S}| = N_S \) (further detail about numerical results will be provided in Section VI).

For example, in the IEEE 118-bus system plotted in Fig. 1, the attacking vector \( \mathbf{x} \) obtained from (13) is strictly sparser than that obtained from (12) for 42%–64% of the time, while the vector obtained from (12) is strictly sparser for 6%–28% of the time only. Similar behavior is observed for other standard test systems. Thus despite its apparent suboptimality, using (13) does result in significant resource saving for the attacker, especially when the fraction of meters being protected is small.

These results motivate an attacking approach that combines both (12) and (13). The attacker first solves (13), to obtain an initial estimate of the sparse solution with superior performance. Then, it uses the a priori knowledge from the initial solution to solve a weighted optimization [6]

\[
\begin{align*}
\min_{\mathbf{c}_i} & \quad \left\| \text{diag}(\mathbf{w}^i) \left( \mathbf{H}_i^5 \mathbf{c}_i + \mathbf{h}_i^5 \right) \right\|_1 \\
\text{s.t.} & \quad \mathbf{H}_i^5 \mathbf{c}_i + \mathbf{h}_i^5 = 0,
\end{align*}
\]

where \( \text{diag}(\mathbf{w}^i) \) denotes a diagonal matrix whose diagonal entries are given by \( w^i_j \in \mathbb{R}^{M - N_S} \). Note that with \( w^i_j = 1 \), (15) reduces to (12). The attacker may incorporate a priori knowledge by the judicious choice of the weights \( w^i_k = (1/|x^i_k| + \epsilon) \), \( k = 1, \ldots, M - N_S \), where the fixed \( \epsilon > 0 \) is to regularize division by (near) zero [6]. It can also try to improve the performance by repeating the process for multiple iterations. However, our numerical results suggest that there is little performance gain beyond a single inner iteration.

The attacker’s strategy is listed in Algorithm 1, where we omit the iteration index for readability.

**Algorithm 1**

**An Attacker’s Strategy**

for \( i = 1, \ldots, N \) do

\begin{align*}
& \text{Solve (13) to obtain the initial } \mathbf{c}_i; \\
& \text{for a fixed number of iterations do} \\
& \quad \text{Compute } \mathbf{x}^i = \mathbf{H}_i^5 \mathbf{c}_i + \mathbf{h}_i^5; \\
& \quad \text{Compute } w^i_k = (1/|x^i_k| + \epsilon), \quad k = 1, \ldots, M - N_S; \\
& \quad \text{Solve the weighted problem (15) to obtain } \mathbf{c}_i;
\end{align*}

end for

end for

Instead of (13), the attacker can also try to use (12) to find the initial \( \mathbf{c}_i \). Using (12) to initialize the algorithm is identical to the reweight approach in [6]. At least in the IEEE test systems, this provides very little improvement over using (12) alone. Intuitively, the re-weight algorithm depends on the initial solution (12), which, as demonstrated in Fig. 1, is generally not a very good estimate.

In Fig. 2, we numerically evaluate the performance of different attacking approaches on IEEE standard test systems. In particular, we apply three approaches: using (12) alone, using (13) alone, and using Algorithm 1. We plot in Fig. 2 the probability that each approach finds the sparsest solution among the three. Note that the truly sparsest solutions are unknown as they require solving the NP-hard problem (10). In all test systems, Algorithm 1 outperforms the naive \( \ell_1 \) relaxation significantly. Even the simple heuristic (13) generally finds better solutions more frequently than does the naive approach (12), except for in the 300-bus system. When a large fraction of meters are protected, the performance of Algorithm 1 somewhat degrades and...
it may be beneficial for the attacker to use both Algorithm 1 and the relaxation (12) and then to choose the resulting solution with smaller cardinality.

In any case, from the viewpoint of the attacker, finding the meters to inject bad data can be reduced to solving a series of linear programs. The attacker needs to know the matrix $H$, which depends on the topology of the grid network, and the indices of the protected meters $S$, which may simply reflect the measurements to which it does not have access.

On the other hand, from the point of view of a grid designer, the problem is much more complicated. If we want to implement some form of protection for $N_S$ out of $M$ measurements, the number of possible choices is $\binom{M}{N_S}$. For example, in a moderate-size network with $M = 200$ measurements and with a small number of meters to be protected $N_S = 20$, the number of all possible combinations is already more than $1.6 \times 10^{27}$. An exhaustive search for the optimal set of meters to be protected is clearly out of the question. In the next section, we present a systematic method with lower complexity to select the measurements to be protected.

IV. A SUBSET SELECTION ALGORITHM

It is very important to point out upfront that since we cannot emulate the optimal attack strategy (10), which is NP-hard, we need to assume the specific attacking strategies, e.g., the one described in Algorithm 1. This raises the possibility that the attacker may come up with some different schemes to find possibly sparser attacking vectors. The numerical results of any protection algorithm therefore should be interpreted with some care. Nevertheless, the algorithm described in this section can be readily modified if any better attacking strategies are discovered.

We first introduce some key notation. For $i = 1, \ldots, N$, let $c_i^*$ be the best known solution for the attack that modifies at least the $i$th state and $x_i = H_j^T c_i^* + h_i^T$. Let $x_i^* \in \mathbb{R}^M$ be the vector whose elements indexed by $S$ are given by $x_i$ and all other elements are zero, i.e., $x_i^*$ is the change in the measurements incurred by the attack. Let $N_{A_i} = \|x_i^*\|_0$, and $S_i$ be the set of the indices of nonzero elements. We use the convention $N_{A_i} = \infty$ if the corresponding optimization problems are infeasible.

The goal of the system designer is to solve the subset selection problem

$$\min_S |S| \quad \text{s.t.} \quad \min_{i \in \{1, \ldots, N\}} N_{A_i} \geq N_A \quad (16)$$

where $N_A$ is a positive integer. Recall that $|S|$ denotes the cardinality of $S$. Thus, an algorithm should search for the smallest number of measurements that need protecting so that the attacker will need to tamper with at least $N_A$ meters to evade detection. This essentially prepares against the worst-case scenario, in which the attacker tries to influence the values of the most vulnerable state variables.

As observed above, a brute force search is clearly out of the question. Furthermore, beforehand we do not even know what the size of the set $S$ is. We thus propose a greedy, suboptimal algorithm that adds one measurement into the set $S$ at a time, until all the conditions $N_{A_i} \geq N_A$ are met. The algorithm is presented as follows

**Algorithm 2**

**Subset Selection**

```
S = ∅;
repeat
    MeasureArr({1, ..., M}) = 0;
    for i = 1 to N do
        Find $S_i$ and $N_{A_i}$;
        if $N_{A_i} < N_A$ then
            MeasureArr($S_i$) = MeasureArr($S_i$) + 1;
        end if
    end for
    $k^* = \arg\max_k \text{MeasureArr}(k)$;
    Add $k^*$ to $S$;
until $N_{A_i} \geq N_A, \forall i$
```

At each iteration, the algorithm emulates attacks under the current security subset $S$, which is initialized to be empty, assuming a specific attacking strategy. The key idea of the algorithm is that it maintains an array of counters, $\text{MeasureArr}$, counting the number of times that each measurement is manipulated by the attacker. We count only when $N_{A_i} < N_A$, i.e., when the condition on the minimum number of measurements being attacked is not met. The algorithm then determines which measurement is modified the most and moves it to the protected set $S$. The maximizer may not be unique. In such cases the algorithm chooses a random index among all the optimizers. Intuitively, the removal of this measurement forces the attacker to find other attacking solutions to the largest number of vulnerable states. The complexity order of the algorithm is equivalent to that of solving $N \times N_S$ linear programs, as compared to solving $\binom{M}{N_S}$ linear programs in the exhaustive search. Note that the proposed algorithm does not necessarily converge to a global optimum. In the numerical results, we run the algorithm several times for each $N_A$ and choose the output $S$ with the smallest cardinality.

V. A SECURE PMU PLACEMENT ALGORITHM

In this section, as an alternative to providing protection for a subset of existing traditional measurements in power grids, we consider the placement of additional PMUs. By synchronizing with GPS time, PMUs have the capability of providing accurate synchronous phasor measurements for geographically dispersed nodes in power grids [11], [12]. The use of PMUs is considered to be one of the factors that can revolutionize future power systems. In the linearized measurement model that we consider, a PMU placed at a given bus can measure both the bus voltage angle and the power flows on several or all branches incident to that bus [13].

We assume that the measurements obtained by the PMUs are secure in the sense that they cannot be controlled by the attacker, a reasonable assumption since PMUs are sophisticated devices that can provide GPS time stamps on the measurement reports.
Again the exact mechanism to secure the PMUs is outside the scope of our current work. Since the high cost of PMUs is a major hindrance for large-scale deployment, the design problem is to find which buses on which to place the PMUs so that the number of PMUs is minimized, given a target $N_A$. Recall that $N_A$ is the minimum number of conventional meters that the attacker needs to control to evade detection.

Under these assumptions, placing a PMU at a given bus is equivalent to moving all of the PMU measurements to the secure set $\mathcal{S}$. We notice that placing any PMU increases the number of rows of the Jacobian $\mathbf{H}$ as this provides additional secure measurements. Let $\mathbf{H}_k^{\text{PMU}}$ be the Jacobian matrix corresponding to the measurements associated with a PMU placed at bus $k$, i.e., by placing a PMU at bus $k$ we obtain the additional measurements $\mathbf{x}_k^{\text{PMU}} = \mathbf{H}_k^{\text{PMU}} \mathbf{\theta}$ and thus the constraint (4) becomes

$$\begin{bmatrix} \mathbf{H}_{k}^{\mathcal{S}} \\ \mathbf{H}_{k}^{\text{PMU}} \end{bmatrix} \mathbf{c} = \mathbf{0}. \quad (17)$$

As in the previous section, let $c_i^*$ be the best known solution to the attack that modifies at least the $i$th state and $x_i^*$ be the corresponding change in the measurements caused by this attack. If $\mathbf{H}_k^{\text{PMU}} c_i^* = 0$ then adding a PMU at bus $k$ does not provide any extra protection, since $c_i^*$ still satisfies (17). On the other hand, if $\mathbf{H}_k^{\text{PMU}} c_i^* \neq 0$ then adding a PMU at the $k$th bus forces the attacker to find another solution. We are interested only in protecting the vulnerable states that have $N_{A_t} = \|x_t^*\|_0 < N_A$, and thus we can count the immediate award of adding a PMU at bus $k$ as

$$\sum_{i=1, N_{A_t} < N_A}^{N} I(\mathbf{H}_k^{\text{PMU}} c_i^* \neq 0) \quad (18)$$

where $I(\cdot)$ is the indicator function. We can then naturally develop a greedy algorithm that adds one PMU at a time, namely the one that can possibly help the most number of vulnerable states. The algorithm is listed as follows, where we omit the iteration index for the sake of brevity.

\begin{algorithm}
Secure PMU Placement
\begin{algorithmic}
\State $\text{PMUArr}(\{1, \ldots, N\}) = 0$;
\For{$i = 1$ to $N$}
\State Find $c_i^*$ and $N_{A_t}$;
\If{$N_{A_t} < N_A$}
\State $\text{PMUArr}(k) \Leftarrow \text{PMUArr}(k) + I(\mathbf{H}_k^{\text{PMU}} c_i^* \neq 0)$, for $k = 1, \ldots, N$;
\EndIf
\EndFor
\State $k^* = \arg \max_k \text{PMUArr}(k)$;
\State $\mathbf{H}_k^S \Leftarrow \begin{bmatrix} \mathbf{H}_k^S \\ \mathbf{H}_k^{\text{PMU}} \end{bmatrix}$;
\Until{$N_{A_t} \geq N_A, \forall i$}
\end{algorithmic}
\end{algorithm}

The idea behind this algorithm is in a way similar to that behind Algorithm 2. Instead of counting the number of times that an existing measurement is modified as in Algorithm 2, we count the number of times that adding a new set of secure measurements can help. Of course since we do not choose the PMUs jointly, there is no guarantee that the algorithm provides a globally optimal solution. The low complexity of the algorithm, which is on the order of that of solving $N \times N_P$ linear programs with $N_P \leq N$ being the total number of PMUs added, is again a major advantage.

VI. NUMERICAL RESULTS
To evaluate the design algorithms introduced above, we have performed simulations on the IEEE 30-bus, 57-bus, 118-bus and 300-bus test systems. The configuration data of the test systems is obtained from the MATPOWER package [14]. The measurements consist of the power injection measurements at all buses, and the real power flows at all branches. The purpose of using these configurations is to demonstrate the vulnerability of the networks even with high redundancy in the measurements. We use the CVX package [15] to solve the optimization problems in the design algorithms.

We first demonstrate the effectiveness of the subset selection Algorithm 2. In Fig. 3 we plot the minimum number of measurements that the attacker needs to manipulate to evade detection as a function of the fraction of measurements being protected. The subsets to be protected are designed by Algorithm 2.

<table>
<thead>
<tr>
<th>Fraction of measurements being protected</th>
<th>IEEE 30 bus</th>
<th>IEEE 57 bus</th>
<th>IEEE 118 bus</th>
<th>IEEE 300 bus</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>0.2</td>
<td>15</td>
<td>20</td>
<td>25</td>
<td>30</td>
</tr>
<tr>
<td>0.25</td>
<td>20</td>
<td>25</td>
<td>30</td>
<td>35</td>
</tr>
<tr>
<td>0.3</td>
<td>25</td>
<td>30</td>
<td>35</td>
<td>40</td>
</tr>
<tr>
<td>0.35</td>
<td>30</td>
<td>35</td>
<td>40</td>
<td>45</td>
</tr>
<tr>
<td>0.4</td>
<td>35</td>
<td>40</td>
<td>45</td>
<td>50</td>
</tr>
<tr>
<td>0.45</td>
<td>40</td>
<td>45</td>
<td>50</td>
<td>55</td>
</tr>
<tr>
<td>0.5</td>
<td>45</td>
<td>50</td>
<td>55</td>
<td>60</td>
</tr>
</tbody>
</table>

As can be seen, all the test systems display a relatively similar behavior. At first it is fairly expensive to protect the system, as the attacker needs to control only a few more meters to evade detection even if the designer can protect up to 10% of the measurements. Afterwards the cost of protection reduces significantly as indicated by the steeper slopes of the curves. For example by protecting 25% of the measurements on the IEEE 57-bus system, we can force the attacker to control at least 15 meters to succeed, a fivefold increase over not using any form of protection. The high cost of protection perhaps can be attributed to the fact that there typically is a large fraction of the states having very few associated measurements as illustrated in
Fig. 4. The fraction of states as a function of the number of associated measurements for different test systems.

Fig. 5. Protection of buses with at least four incident branches in the IEEE 300-bus system.

In other words, since electric grids are typically sparse, protecting one measurement can typically impact a few states only.

So far we can see that it is fairly expensive to provide even mild protection for all state variables. In some cases, however, the system operator may want to conserve the resources to protect important state variables. For example, the operator may want to focus on securing the states of the buses with high degrees, i.e., buses that have large numbers of incident branches, because the failure of one of those nodes has significant potential of causing cascading failure of the whole grid [16]. We demonstrate in Fig. 5 the selective protection of high-degree nodes on the IEEE 300 bus system. In particular we provide protection only for the buses that have at least four incident branches. As can be seen, it is much “cheaper” to protect these states: The attacker has to control significantly more meters even with a small fraction of themeters being protected. Thus, while the failure of high-degree nodes may have catastrophic consequences, the inherent redundancy in the measurements associated with such high-degree buses makes it difficult for data injection attacks on these buses to succeed.

In the next experiment, we consider the placement of secure PMUs by Algorithm 3. Before the placement of PMUs, none of the existing measurements in the grid is assumed to be secure.

In Fig. 6 we plot the minimum number of conventional measurements that the attacker needs to control to evade detection as a function of the fraction of buses having PMUs. Interestingly, the system behavior changes quite abruptly, in contrast with the gradual improvement obtained by protecting individual conventional measurements, cf. Fig. 3. At first placing PMUs on a small fraction of buses (i.e., setting a small target $N_{A}$ in Algorithm 3) gives little improvement. However, when approximately 1/3 of the buses have PMUs placed by Algorithm 3, it becomes infeasible for the attacker to inject data without changing the residual, i.e., $\min_{i} N_{Ai} = \infty$. Intuitively at this
threshold we have \(\text{rank}(H^2) = N_s\), and according to the observation in Section II the attacks become infeasible. Interestingly the threshold of 1/3 is consistent with earlier work on PMU placement that employed largely different techniques; see, e.g., [17]–[19].

As an example, in Fig. 7 we illustrate the IEEE 30-bus test system as an undirected graph in which nodes indicate buses and edges specify branches. Using any \(N_A \geq 6\) in Algorithm 3 gives the positions of the 10 secure PMUs indicated by the white nodes. The placement of these PMUs makes the grid completely secure from detection-evading data injection attacks.

VII. CONCLUSION

We have studied the problem of simultaneous attacks on multiple meters of electric grids to manipulate state estimation. We have formulated the attacking problem as a series of linear programs and introduced a constraint on the attacking vector to make the problem more meaningful. It has been demonstrated on the IEEE test systems that in many cases it is more economical for the attacker to use an indirect method that seeks to minimize the number of states affected than to use a direct \(\ell_1\) relaxation approach.

Assuming that a small subset of measurements can be made immune against these attacks, we have proposed a low-complexity algorithm to identify the key measurements to be protected. We have shown that by protecting these key measurements, which constitute a small fraction of the total measurements, we can make the minimum number of meters that the attacker has to control several times higher than that without protection. Finally, we have proposed a versatile algorithm that places secure PMUs on strategic buses in the network, which has low complexity and is capable of handling different types of PMU measurements.

Overall, the proposed algorithms allow system operators to focus their limited resources on a small part of a large-scale power grid, reducing costs and improving manageability. The greedy nature of these algorithms may also facilitate the gradual upgrades of existing networks. Possible future work includes finding explicit mechanisms to secure some of the measurements, developing possibly more efficient attacking strategies, and seeking computable upper bounds to better evaluate the performance of the design algorithms.
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