Evolution of a Location-based Online Social Network: Analysis and Models

Miltiadis Allamanis  
Computer Laboratory  
University of Cambridge  
ma536@cam.ac.uk

Salvatore Scellato  
Computer Laboratory  
University of Cambridge  
ss824@cam.ac.uk

Cecilia Mascolo  
Computer Laboratory  
University of Cambridge  
cm542@cam.ac.uk

ABSTRACT

Connections established by users of online social networks are influenced by mechanisms such as preferential attachment and triadic closure. Yet, recent research has found that geographic factors also constrain users: spatial proximity fosters the creation of online social ties. While the effect of space might need to be incorporated to these social mechanisms, it is not clear to which extent this is true and in which way this is best achieved.

To address these questions, we present a measurement study of the temporal evolution of an online location-based social network. We have collected longitudinal traces over 4 months, including information about when social links are created and which places are visited by users, as revealed by their mobile check-ins. Thanks to this fine-grained temporal information, we test and compare whether different probabilistic models can explain the observed data adopting an approach based on likelihood estimation, quantitatively comparing their statistical power to reproduce real events. We demonstrate that geographic distance plays an important role in the creation of new social connections: node degree and spatial distance can be combined in a gravitational attachment process that reproduces real traces. Instead, we find that links arising because of triadic closure, where users form new ties with friends of existing friends, and because of common focus, where connections arise among users visiting the same place, appear to be mainly driven by social factors.

We exploit our findings to describe a new model of network growth that combines spatial and social factors. We extensively evaluate our model and its variations, demonstrating that it is able to reproduce the social and spatial properties observed in our traces. Our results offer useful insights for systems that take advantage of the spatial properties of online social services.

Categories and Subject Descriptors

H.4 [Information Systems Applications]: Miscellaneous;  
H.2.8 [Database Management]: Database applications—data mining
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1. INTRODUCTION

Measurement studies of popular online social services have greatly improved the understanding of how users create social connections online [22]. Research efforts have taken advantage of the availability of large-scale datasets to study the temporal evolution of online social ties [15]. Models of network growth have been proposed to reproduce the global properties observed in real online social networks, such as power-law degree distributions and high clustering coefficient [17].

The fundamental importance of such models is due to the fact that they explain properties observed in measured traces in terms of the actions of individual users: for instance, mechanisms such as preferential attachment [2] and triadic closure [14] are inspired by the actions of individuals creating their social connections. Thus, by offering insights about how users behave, measurements and models of network evolution provide practical applications to link prediction systems [19, 21], but also suggest solutions to large-scale engineering problems faced by online service providers [24]. However, researchers have often neglected factors that are not inherently connected to the structure of the social network itself. In this work we aim to fill this gap, studying the influence of spatial factors on connections created by users of a location-based social service.

Spatial properties of social services. Recently, online social networks have integrated location-based features: services such as Foursquare and Gowalla have pioneered the idea of sharing one’s geographic location with friends, attracting millions of users over a short period of time. These services offer an additional source of information about user behavior: the geographic mobility of individuals.

Recent works have taken advantage of this opportunity to shed some light on the relationship between spatial factors and online social interactions. For instance, the probability of seeing a social connection between users of online social services decreases with spatial distance [20, 1]. Similar but quantitatively different spatial constraints have been also found in mobile phone communication networks [16, 23].
Online social ties can also be inferred by mining geographic coincidences [7], suggesting that spatial encounters have an effect on the creation of new online connections. The places that online users visit offer even more accurate predictive power about future social connections [8, 27].

The importance of space. The importance of space for online social network goes beyond the definition of more accurate models. In fact, a better understanding of the spatial aspects of the evolution of social networks would greatly benefit engineering approaches based on the spatial constraints of online social ties.

For instance, online interactions tend to be spatially clustered: this geographic locality of interest has been exploited in Facebook interactions, to improve service responsiveness with distributed proxies [31], and in a company’s email network, to partition email traffic across storage locations [13]. Spatial differences in content requests arising from online social sharing have been used to reduce latency and bandwidth costs associated to content delivery [29]. The spatial patterns observed in Facebook social connections have been exploited to predict the geographic location of users given their friends’ locations [1]. Such engineering efforts confirm that understanding the effect that space has on online social services remains of crucial importance for modern large-scale online platforms.

However, the effect of space on the mechanisms that drive how online users create their links is still largely unknown. In more detail, there has been no investigation of the spatial aspects of the temporal evolution of an online social network: a better understanding of these mechanisms would pave the way to predictive models including geographic factors.

Our work. In this work we study the temporal evolution of a location-based social network: over a period of 16 weeks we have collected daily snapshots of a location-based social network with hundred of thousands of users, Gowalla, including the places visited by users and their social connections (Section 2). Thanks to this fine-grained temporal information about network evolution and users’ mobility, we test and compare different edge attachment models that can explain the observed data, adopting an approach based on likelihood estimation [32]. This allows us to quantitatively compare these models according to their statistical ability to reproduce the real traces.

In more detail, we analyze these core facets of temporal network evolution:

- **how edges are created**: we test different edge attachment models based on the social and spatial properties of nodes: we show that node degree and spatial distance are simultaneously influencing edge creation, demonstrating that a gravitational attachment model captures real network evolution better than purely social or spatial models (Section 3);

- **how social triangles are created**: since social networks tend to have a dominant fraction of new edges closing triangles, we test several different models of triadic closure, some of them involving also spatial distance: we find that social factors are more important than spatial constraints when an edge closes a triangle (Section 4);

- **how users’ mobility affects new edges**: because social connections might arise among users visiting the same place, we study models of edge creation that exploit the properties of shared places to connect users; we discover that both the popularity of a place and the popularity of users visiting that place help to predict which social connections are established (Section 5);

In addition, we study the temporal patterns of user behavior. We focus on the lifetime of a node, that is, the amount of time a user is actively creating new edges, and the inter-edge waiting time, which governs the amount of time elapsed before a node will create a new edge (Section 6).

Based on our findings, we describe a new family of models of network growth which are able to reproduce both the social and spatial properties observed in the real data (Section 7). Such models combine a global gravitational attachment process with a local triadic closure mechanism based on shared friends and shared places; the result is an evolutionary random process that grows a spatial network edge-by-edge. We demonstrate that the resulting synthetic networks exhibit social and spatial properties similar to the real network, while a similar model that considers preferential rather than gravitational attachment, effectively ignoring the effect of geographic distance, fails to reproduce real properties.

This work sheds light on the effect of geographic constraints on the evolution of online social networks. Our results offer useful insights for researchers and practitioners, with promising implications for the wide range of applications that already take advantage of the spatial properties of online social services.

2. MEASUREMENT METHODOLOGY

In this section we illustrate the measurement methodology used in our work to acquire data on a large-scale location-based service, Gowalla. We describe this service, our data collection procedure and we present the basic properties of the resulting dataset. We also introduce the likelihood estimation technique we adopt to quantify how edge attachment models explain the real traces.

2.1 Gowalla

Gowalla is a location-based social networking service created in 2009 that allows users to add friends and share their location with them. It allows users to “check-in” at places through a dedicated mobile application, publicly disclosing their location on the service. These check-ins can then be pushed to friends. As a consequence, friends can see where a user is or has been. Users can create mutual friendship relationships, requiring each user to accept friendship requests. Gowalla was discontinued at the end of 2011 as the company was acquired by Facebook.

2.2 Data collection

Using the public API provided by Gowalla to allow other applications and services to access their content, we have downloaded daily snapshots of Gowalla data between May 4th and August 19th, 2010.

We built a multi-threaded self-limiting crawler to access their API without incurring into rate limitation. Since users were identified by consecutive numeric IDs, each day we were able to exhaustively gather profiles of all the registered user accounts on the service. Each user profile included information about the number of social connections of that user and the timestamp and the place of his/her last check-in. This
allowed us to additionally download the friend list or the
timestamped list of check-ins for all those users which either
had new friends or new check-ins with respect to the previ-
ous day; we did the same for all the new users that were not
registered before. As a result, we have a sequence of daily
snapshots, each one including social connections and check-
ins for each registered user. We also acquired the geographic
coordinates of each place where users had checked in.

This dataset represents a sequence of complete snapshots of
a large-scale location-based service, offering a chance to
study how a social network grows over time and also over
space. In particular, we have temporal information about
all the social links created during our measurement process.
This will allow us to study which social and spatial factors
influence how links are created at the microscopic level. Fi-

Table 1: Properties of the spatial social network
at the end of the measurement period: number
of nodes $N$, number of edges $K$, average node
degree $\langle k \rangle$, average clustering coefficient $\langle C \rangle$, number
of nodes in the giant component $N_{GC}$, 90-percentile
effective network diameter $D_{EFF}$ average geographic
distance between nodes $\langle D \rangle$, average link length $\langle l \rangle$.

At the end of our measurement period we find about
400,000 registered users, with a total of more than 10 million
check-ins across about 1,400,000 distinct places. More pre-
cisely, there are only 183,709 users with at least one check-in
and only 162,239 with at least one friend. We focus our anal-
ysis on 122,030 users that have both friends and check-ins.

2.3 Notation

Formally, we represent the social network of Gowalla users
as an undirected graph. We denote by $N$ and $K$ the total
number of nodes and edges, while $G(t) = (N_t, K_t)$ is the graph
composed of the earliest $t$ edges $(e_1, \ldots, e_t)$, with $G_T$ being
the final network at the end of the measurement process.
The time when edge $e$ was created is $t(e)$ and $t(u)$ is the
time when node $u$ joined the network. The degree of node
$u$ at time $t$ is $k_u(t)$, while the number of nodes with degree
$k$ at time $t$ is denoted as $n_k(t)$.

Every node of this network is embedded in a metric space:
in our case, the metric space is the 2-dimensional surface of
the planet and we adopt the great-circle distance over the
Earth as distance metric. Rank-distance has been suggested
as an alternative density-aware distance measure [20]: how-
ever, in our study the growing social graph would cause the
measure to change as new nodes are added. Thus, we choose
to adopt the simpler great-circle distance. We define the lo-
cation of each user as the geographic location of the place
where he/she has more check-ins overall at the end of the
measurement period. We denote by $D_{ij}$ the distance be-
 tween nodes $i$ and $j$. We assign a length $l_{ij}$ to each social
link so that $l_{ij} = D_{ij}$: since node positions do not change
over time, link lengths and distances between nodes do not
change either.

2.4 Basic properties

The number of nodes and the number of links grows ap-
proximately linearly over time, with the number of links
growing at a faster pace. on average, the network gains
about 375 new nodes and about 1,900 new edges per day.
As a result, the average degree of the social network slowly
increases: we find that a relationship $K_t \propto N_t^\rho$ holds with
an exponent $\rho \approx 1.11$, which denotes superlinear growth of
the edges with respect to the number of nodes, a sign of den-
sification of the network as time passes by [18]. The main
properties of the spatial social network at the end of the measurement period are reported in Table 1. At the end of the measurement period the social network under analysis contains 122,030 nodes and 577,014 edges, with an average degree of 9.28 and an average clustering coefficient of 0.254. The giant component includes 96% of all observed nodes: the 90-th percentile of nodes network distances is 5.43 hops. There is evidence of the small-world effect, as found in other offline and online systems [22, 17]; while the shortest path lengths tend to be only a few hops, the average clustering coefficient is high, suggesting that strong local structures tend to be connected by occasional shortcuts.

The degree distribution exhibits a heavy tail, as depicted in Figure 1(a), with some nodes accumulating thousands of friends. In contrast, both the distribution of node age and link geographic distance, in Figures 1(b)-1(c), do not exhibit heavy tails but instead an almost exponential decay (notice the linear x-axis). We should note that whenever distance is calculated, we have used logarithmic binning with a minimum distance of 1 km. This allows a more robust analysis of the distribution of distances but preserves the distance characteristics of the dataset. There is a large fraction of short-range geographic connections: about 50% of social links span less than 100 km, with only a small fraction being longer than 4,000 km. The distribution of node age shows how users have joined the service with irregular temporal bursts; overall the trend can be approximately described as exponential, particularly for lower values of node age.

2.5 Limitations

Although our dataset represents a complete snapshot of Gowalla, this service was relatively small compared to other massive online social services. Furthermore, we underline a potential demographic bias: typical users of location-based services may have different mobility patterns and social habits than other Web users. In addition, some properties observed in our traces could be attributed to user engagement and Gowalla marketing and would not reflect user behavior in other online geosocial networks. Notwithstanding these limitations potentially present in our dataset, our analysis sheds new light on the spatial and social properties of Gowalla users and our findings can pave the way for further investigation on other services.

2.6 Model likelihood estimation

We take advantage of the fine-grained temporal information of our traces and we adopt a quantitative approach to compare how different attachment models describe the empirical data. We compute the likelihood that a model has to reproduce the observed events in our sequence of traces. The Maximum Likelihood Principle can then be applied: this principle is used to compare a family of models numerically and, as a result, pick the “best” model (and parameters) to explain the data.

Studying networks with likelihood methods requires a probabilistic model describing the evolution of the graph itself. In other words, the network is considered the result of an evolutionary stochastic process which drives its growth, both in terms of new nodes and new edges [32]. Given real data about the evolution of a network, one can test the extent to which the assumptions of a model are supported by the data.

In our case, estimating the likelihood of a model $M$ involves considering each individual edge $e_t = (i, j)$ created during our measurement period and computing the likelihood $P_M(e_t)$ that the source $i$ selects the actual destination $j$ according to the model $M$. Thus, the likelihood $P_M(G)$ that model $M$ reproduces graph $G$ is given by the product of the individual likelihoods according to model $M$:

$$P_M(G) = \prod_t P_M(e_t)$$  \hspace{1cm} (1)

We use log-likelihood for better numerical accuracy, obtaining

$$\log(P_M(G)) = \log(\prod_t P_M(e_t)) = \sum_t \log(P_M(e_t))$$  \hspace{1cm} (2)

Equation (2) suggests a simple algorithm to compute the log-likelihood of a given model $M$: for each new edge created during the graph evolution, we compute the probability that it would be created according to model $M$, we take the logarithm of this probability and we sum all the values obtained for each edge. When this procedure is repeated for several models, we can choose the model with the highest likelihood to explain the data.

Since every edge is undirected and we do not have information about which user initiated the social contact, we consider every new edge $e_t = (i, j)$ in both directions in the rest of our analysis, to avoid any bias. This methodology can be extended easily to handle directed graphs.

3. EDGE CREATION

In this section we study how the creation of individual edges is influenced by social and spatial properties of the nodes, exploring the effect of node degree, node age and spatial distance on the the edge attachment process.

3.1 Edge attachment by node degree

The preferential attachment model [2] posits that the probability of creating a new connection with a node is proportional to the number of its existing connections. This cumulative advantage held by high-degree nodes results in a degree distribution with heavy tail, as some nodes accumulate a large number of connections. We test if a similar mechanism is governing our data by computing the probability $P_{deg}(k)$ that a new link will be created with a node with degree $k$:

$$P_{deg}(k) = \frac{\# \{e_t : e_t = (i, j) \wedge k_t(t-1) = k\}}{\sum_k n_k(t-1)}$$  \hspace{1cm} (3)

where the normalization factor considers all nodes with degree $k$ just before the edge creation. If preferential attachment is not governing the growth $P_{deg}(k)$ should not depend on $k$: instead, we see in Figure 2(a) that $P_{deg}(k) \propto k^{0.74}$, denoting how nodes with higher degrees are more likely to attract new edges than nodes with fewer connections. Although the trend is not exactly linear as in the original preferential attachment model, node degree is related to the creation of new edges.

3.2 Edge attachment by node age

The amount of time a node has been part of the network could also be a factor which drives the creation of edges.
Older nodes might have more visibility on the service; at the same time, when new users join the network they might experience intense activity as they create their first connections. We compute \( E(a) \), the number of edges created by nodes of age \( a \) normalized by the number of nodes that ever achieved age \( a \) [17]:

\[
E(a) = \frac{|\{e_t : e_t = (i,j) \land t(e) - t(i) = a\}|}{\sum_{n} |\{n : T - t(n) \geq a\}|}
\]

where \( T \) is the time when the last node joined the network during the measurement period. As reported in Figure 2(b), there is a spike at age 0: this represents nodes that join the network, create some links and then never come back. The number of created edges then quickly goes down with age \( a \) but grows again for higher values of \( a \). This denotes that older nodes might benefit from receiving incoming links. The overall effect suggests that there is an abnormal spike of links created when a node joins the network followed by lower levels of edge creation: older nodes tend then to establish further links.

### 3.3 Edge attachment by node distance

The probability of having a social connection between two individuals decreases with their distance, although the exact functional form of this relationship is still under debate and appears slightly different in different systems [20, 1, 26]. We compute the probability \( P_{\text{geo}}(d) \) that a new edge spans geographic distance \( d \), normalized by the number of nodes at distance \( d \) from the source:

\[
P_{\text{geo}}(d) = \frac{|\{e_t : e_t = (i,j) \land D_{ij} = d\}|}{\sum_{\delta} |\{\delta : D_{\alpha} = d\}|}
\]

Our data show how \( P_{\text{geo}}(d) \) decreases with distance \( d \), as reported in Figure 2(c), even though the trend appears noisy: in particular, the data roughly follow a trend \( P_{\text{geo}}(d) \approx d^{-\alpha} \) with \( \alpha = 0.6 \) (depicted). While a similar functional form has been found in other spatial social networks, but with different exponents \( \alpha \), this is the first time it is measured at microscopic level on individual edge creation events. The main difference is that in this case there is a lower value of \( \alpha \), while other systems exhibit values closer to 1 [26]. Nonetheless, geographic distance affects the edge creation process in a straightforward way: longer links have a lower probability of appearance than short-range ones.

### 3.4 Evidence of gravitational attachment

The effect of node degree on network evolution is well captured by the preferential attachment model, where the probability of connection between nodes \( i \) and \( j \), \( P_{ij} \), is proportional to the degree of node \( j \), \( P_{ij} \propto k_j \). This model generates networks with degree distribution exhibiting a heavy tail, as there are a few nodes, the so called “hubs”, that accumulate an extremely high number of connections. Real-world examples such as transportation and communication networks can be described by a preferential attachment model, but geographic distance is an important parameter as well. In fact, long-range connections tend to exist mainly between well-connected hubs [5].

The effect of geographic distance can be included in the attachment probability, \( P_{ij} \propto k_i k_j f(D_{ij}) \), where \( f \) is a decreasing deterrence function of the geographic distance \( D_{ij} \) between the nodes. Thus, long distances tend to be covered only to connect to important hubs, while nodes with less connections become attractive when they can be reached over a short distance. When the deterrence function has a simple functional form such as \( f(d) \sim d^{-\alpha} \), then the probability of a connection between two nodes becomes similar to the gravitational attraction between celestial bodies, \( P_{ij} \propto \frac{k_i k_j}{D_{ij}^{\alpha}} \).

Hence, this family of attachment models has been known as gravity models [6]. We want now to understand whether there is any evidence that similar factors are shaping the evolution of our real spatial social network.

A consequence of the gravity model is that nodes with higher degrees tend to attract longer links: thus, we define \( \lambda(k) \) as the geographic length of the \( k \)-th edge created by user \( i \) and we study \( \lambda(k) \) for different values of \( k \). The influence of degree \( k \) on the geographic properties of social links appears strong: as described in Figure 3, both the average and the median value of the geographic length \( \langle \lambda(k) \rangle \) of the \( k \)-th edge increase with \( k \); while the average length of the first edge is about 1,100 km, the 100th edge is about 2,400 km.
km. The median value shifts in accordance with $k$, increasing from 150 km to more than 900 km for higher degrees. These findings are compatible with a gravity model where node degree and geographic distance simultaneously influence social connections created over space, as we will see in the next section.

### 3.5 Evaluation of attachment models

With our analysis we have discovered that individual node properties and geographic distance affect how edges are created. Our aim is now to understand what type of edge attachment mechanisms better explain the temporal evolution of the network.

We deliberately choose simple models, since our goal is not to accurately reproduce the temporal evolution of the network but rather to understand which factors mainly drive its growth. We consider 4 different edge attachment models, each one with a single parameter $\alpha$:

- **D**: the probability of creating an edge with node $n$ is proportional to a power $\alpha$ of its degree: $k_n(t)^\alpha$
- **A**: the probability of creating an edge with node $n$ is proportional to a power $\alpha$ of its age: $a_n(t)^\alpha$
- **S**: the probability of creating an edge with node $n$ is inversely proportional to a power $\alpha$ of its spatial distance from source $i$: $D_{in}^{-\alpha}$
- **DS**: the probability of creating an edge with node $n$ is proportional to its degree and inversely proportional to a power $\alpha$ of its spatial distance from $i$: $k_n(t)D_{in}^{-\alpha}$

Figure 4 displays the log-likelihood values obtained by each model as a function of the parameter $\alpha$. First, we note that the models S and DS, which incorporate geographic distance, have higher log-likelihood than the other two models D and A, with the maximum log-likelihood achieved by DS. The maximum log-likelihood for DS is achieved for $\alpha \approx 0.6$, which is in agreement with the results obtained measuring $P_{geo}(d)$. Node age does not seem a key factor for edge attachment, as the model A shows decreasing values of log-likelihood for values of $\alpha$ between 0 and 2, with its maximum log-likelihood of $-4.4 \times 10^6$ reached instead only for $\alpha = -0.8$, failing to outperform S and DS. Indeed, we have tested models which also combine node age with geographic distance and node degree, but they do not exhibit significant improvements with respect to the models without node age. Hence, it seems that the main driving factors, of those examined, in edge attachment are node degree and geographic distance and that a gravity model which combines them is the most suitable option.

### 4. SOCIAL TRIADIC CLOSURE

Social connections tend to link together individuals that are already at close social distance: the vast majority of new links tend to be between nodes that already share at least a connection, thus only 2 hops away from each other, with larger social distances exponentially less likely [17]. We notice a similar pattern in our data: Figure 5(a) shows that the number of edges $E_h$ that connect nodes $h$ hops away exponentially decays with $h$. Furthermore, many edges also connect nodes that were not in the same connected component, as when a new node joins the network and creates its first link.

A better understanding of this process can be achieved by considering not only how many new links connect nodes $h$ hops away, but also considering the number of nodes at that social distance. In fact, since $E_h$ exponentially decreases with $h$ and the number of available nodes increases with $h$, the probability $P_h$ that a new link spans $h$ hops must be decreasing much faster than exponentially. More precisely, we compute $P_h$ as

$$P_h = \frac{|\{e_t : e_t = (i,j) \land d_{t-1}(i,j) = h\}|}{\sum_i |\{n : d_{t-1}(i,n) = h\}|}$$  \hspace{1cm} (6)
where \(d_t(i,j)\) is the number of hops between nodes \(i\) and \(j\) at time \(t\). Figure 5(b) plots \(P_h\) as a function of \(h\): the probability quickly decays and finally reaches a constant value. Triadic closure seems to be the predominant factor shaping network growth over time: new edges are most likely to connect people who already share at least one friend.

In summary, our analysis of triadic closure provides evidence that two users sharing at least one friend are much more likely to create direct connections than two users without friends in common.

### 4.2 Triangle-closing models

Since a vast majority of new edges close social triangles, our aim is now to understand what factors influence which node to choose when an edge is closing a triangle. Again, we make use of the maximum likelihood principle to test and compare whether different triangle-closing models would be able to generate the triangles created during the real network evolution.

We consider the case when a source node \(s\) has to choose another target node \(t\) 2 hops away to create a new link. A simple model would be for node \(s\) to choose \(t\) uniformly at random from all the nodes at a distance of 2 hops, which will be our baseline model. We then take into account more complex models where a source node \(s\) first chooses according to a given strategy an intermediate node \(i\) among its neighbors and then picks a target \(t\) among \(i\)'s neighbors with, potentially, a different strategy. The edge \((s,i,t)\) is then created, closing the triangle \((s,i,t)\). Since every strategy involves only choosing a node among the neighbors of a given node, we consider 5 different strategies to choose a neighbor \(v\) of a given node \(u\):

- **random**: uniformly at random;
- **shared**: proportional to the number of shared friends between \(u\) and \(v\);
- **degree**: proportional to the degree of the neighbor \(v\);
- **distance**: inversely proportional to the geographic distance between \(u\) and \(v\);
- **gravity**: proportional to the degree of \(v\) and inversely proportional to the geographic distance between \(u\) and \(v\).

Since there are 5 different triangle-closing models, there are 25 combinations: we compute the log-likelihood of each combination and we measure the percentage improvement over the log-likelihood of the baseline model. The results are presented in Table 2: the general trend is that **random** and **shared** offer the largest improvements over the baseline, with a maximum improvement of 14.54% in the combination **shared-random** and 12.34% for **random-random**. Instead, models based on degree or on distance have performance much lower than the baseline, with degradation up to 40% when the **gravity** model is adopted. In particular, the **random-random** model works surprisingly well, as it favors connections between nodes that have multiple 2-hop paths between them and that have higher degrees, while being extremely simple and computationally fast.

These results show that **triadic closure is mainly driven by social processes**. Nonetheless, it only reproduces some aspects of network evolution, as edges that do not close triangles are also arising in the network. As we will see, we can exploit users’ mobility information to understand how other online social connections are created, adopting closure models based on the **places** visited by online users.

### 5. Mobility-Driven Closure

The edge attachment mechanisms discussed so far do not include any information on users’ mobility. However, the places where users check in could help explain how new social ties are created. According to the **common focus** theory [10],

Table 2: Performance of different triangle closing models: on each row there is the model to pick the intermediate node and on each column the model to then pick the target node. The value in each cell gives the percentage improvement over the baseline, which is the log-likelihood of choosing a random node two hops away from the source.

<table>
<thead>
<tr>
<th></th>
<th>random</th>
<th>shared</th>
<th>degree</th>
<th>distance</th>
<th>gravity</th>
</tr>
</thead>
<tbody>
<tr>
<td>shared</td>
<td>14.54</td>
<td>11.47</td>
<td>-0.95</td>
<td>-24.74</td>
<td>-34.46</td>
</tr>
<tr>
<td>degree</td>
<td>7.33</td>
<td>5.16</td>
<td>-6.79</td>
<td>-25.17</td>
<td>-41.98</td>
</tr>
<tr>
<td>distance</td>
<td>-0.92</td>
<td>-3.70</td>
<td>-16.94</td>
<td>-39.32</td>
<td>-41.53</td>
</tr>
<tr>
<td>gravity</td>
<td>2.71</td>
<td>0.25</td>
<td>-12.11</td>
<td>-33.01</td>
<td>-43.18</td>
</tr>
</tbody>
</table>
individuals who visit the same places tend to establish new social connections. In this section we measure the impact that users’ mobility has on network evolution. In agreement with the common focus theory, we study edge attachment mechanisms that connect users that visit the same places.

5.1 Measuring mobility-based attachment

In our Gowalla traces, 32.28% of all new edges are established between users that share at least one common place. In particular, about 10% of new links are created between users that do share common places, but no common friends. This means that adopting only social triadic closure mechanisms would fail to reproduce that users create new social connections beyond their 2-hop neighborhood.

The importance of social ties that connect users without friends in common is confirmed when we examine the average geographic distance $D_h$ of all new edges that connect nodes previously $h$ hops away, shown in Figure 6. There is an evident trend: social connections at shorter social distance tend to have higher geographic distances, while links spanning more hops have lower spatial distance. A potential explanation is that both social and spatial factors tend to affect the edge creation process: a new link is created either between users sharing friends, even if they are far from each other, or between spatially close users, even if they have no friends in common. In particular, geographic proximity becomes complementary to social closeness: both factors are shaping the network, but in different ways. The challenge is to go beyond geographic distance when modeling the evolution of the network: mobility-based attachment provides the additional source of information, based on the places visited by users. Such information may be important to model network evolution, since it provides more accurate geographic information than users’ home locations.

5.2 Mobility-driven closure models

We consider mobility-driven closure models to be two-step processes. A source node $s$ first selects a place $p \in P_s$, where $P_s$ is the set of all places where node $s$ has checked in; then, given place $p$ a target note $t \in Q_p$ is selected, where $Q_p$ is the set of all nodes that have checked in at place $p$. We consider different strategies that a node $u$ adopts to select a place $p$ from the set $P_u$:

- **random**: uniformly at random;
- **friends**: proportional to the number of user $u$’s friends that have visited $p$;
- **user-checkins**: proportional to the number of check-ins made by user $u$ at $p$;
- **tot-checkins**: proportional to the total number of check-ins made at $p$ by all users;
- **tot-users**: proportional to the total number of users who have checked in at $p$;
- **place-distance**: inversely proportional to the distance between user $u$’s home location and $p$;
- **place-gravity**: proportional to the total number of check-ins made by all users at place $p$ and inversely proportional to the distance between user $u$’s home location and $p$.

Given a selected place $p$, we then consider another set of strategies to select a target user $t$ from $Q_p$:

- **random**: uniformly at random;
- **degree**: proportional to user $t$’s degree;
- **deg-diffusion**: proportional to user $t$’s degree and inversely proportional the logarithm of user $t$’s total number of visited places;
- **user-checkins**: proportional to user $t$’s number of check-ins at $p$;
- **tot-checkins**: proportional to user $t$’s total number of check-ins;
- **inv-tot-checkins**: inversely proportional to user $t$’s total number of check-ins;
- **distance**: inversely proportional to the distance between user $t$’s home location and $p$;
- **gravity**: proportional to user $t$’s degree and inversely proportional to the distance between user $t$’s home location and $p$.

To test and evaluate mobility-driven models we use again the maximum likelihood principle; we only evaluate the likelihood that a model has to reproduce real edge attachments where the source and target nodes share at least one place. We adopt a baseline model that selects at random target users from the set of all users that share places with the source. Table 3 presents the results for all the possible combinations.

In general, in the first step the best improvement is given by selecting a popular place that has already been visited by many users, friends or not. For the second step, node degree plays an important role, akin to a local preferential attachment. The greatest improvement over the baseline is provided by first selecting a place that has been visited many times (tot-checkins) and then choosing a node proportionally to its degree “diffused” over the number of visited places (deg-diffusion). This mobility measure corrects for the fact that popular users that visit only a few places might be more related to that place, thus enticing other visitors to
Table 3: Performance of mobility-driven closure models: on each row there is a model to pick the intermediate place and on each column a model to then pick the target node. The value in each cell gives the percentage improvement over the baseline, which is the log-likelihood of choosing a node at random among all the nodes that share at least one place with the source.

<table>
<thead>
<tr>
<th></th>
<th>random</th>
<th>degree</th>
<th>deg-diffusion</th>
<th>user-checkins</th>
<th>tot-checkins</th>
<th>inv-tot-checkins</th>
<th>distance</th>
<th>gravity</th>
</tr>
</thead>
<tbody>
<tr>
<td>random</td>
<td>0.28</td>
<td>6.88</td>
<td>9.21</td>
<td>0.16</td>
<td>-17.02</td>
<td>-4.51</td>
<td>-19.36</td>
<td>-7.04</td>
</tr>
<tr>
<td>friends</td>
<td>4.70</td>
<td>11.60</td>
<td>13.63</td>
<td>4.74</td>
<td>-10.63</td>
<td>-1.56</td>
<td>-14.88</td>
<td>-1.71</td>
</tr>
<tr>
<td>user-checkins</td>
<td>0.05</td>
<td>6.59</td>
<td>8.94</td>
<td>-0.03</td>
<td>-17.27</td>
<td>-4.80</td>
<td>-19.69</td>
<td>-7.41</td>
</tr>
<tr>
<td>tot-checkins</td>
<td>6.09</td>
<td>13.13</td>
<td>15.18</td>
<td>6.14</td>
<td>-9.29</td>
<td>0.04</td>
<td>-13.15</td>
<td>-0.02</td>
</tr>
<tr>
<td>tot-users</td>
<td>5.10</td>
<td>12.33</td>
<td>14.33</td>
<td>5.16</td>
<td>-9.96</td>
<td>-1.08</td>
<td>-14.19</td>
<td>-0.84</td>
</tr>
<tr>
<td>place-distance</td>
<td>-23.41</td>
<td>-15.57</td>
<td>-13.21</td>
<td>-23.56</td>
<td>-40.82</td>
<td>-28.27</td>
<td>-43.67</td>
<td>-30.17</td>
</tr>
<tr>
<td>place-gravity</td>
<td>0.37</td>
<td>7.22</td>
<td>9.46</td>
<td>0.32</td>
<td>-16.26</td>
<td>-5.29</td>
<td>-19.60</td>
<td>-6.81</td>
</tr>
</tbody>
</table>

In addition to the models presented in Table 3, we experimented with variations of tot-users and tot-checkins where we use a probability of attachment inversely proportional to the total number of users or check-ins. All these models provided inferior performance compared to the baseline.

6. TEMPORAL EVOLUTION

In this section we study how users create new connections as they spend more time on the network. We study the amount of time users remain active for, their lifespan; then, we investigate the inter-edge temporal gap between the creation of consecutive edges. In this section we consider only users that joined the service after our measurement process started, in order to observe their behavior from the very first moment.

6.1 Node lifespan

We define the lifespan of a node as the difference between the time the node created the last and the first edge. Figure 7 plots the distribution of lifespan for all users: the distribution shows an approximately exponential behavior, with a deviation only at longer lifespans for few users who were early adopters and started using the service from the very first days. The fit is reasonably accurate for a wide range of lifespan values.

Figure 7: Complementary Cumulative Distribution Function (CCDF) of node lifespan and exponential fit.

6.2 Inter-edge temporal gap

Different users can show significant differences in the pace they add new edges: users with higher degree create new ties at a faster rate. Thus, we study δ(k), the temporal gap between the k-th and k + 1-th edges of user i, for different values of k.

Figure 8 displays the probability distribution of δ(1), the amount of time between the first and the second edges created by a user. Even though many users add their second edge after a few days, some wait for several weeks. The distribution can be reproduced by different functional forms: an exponentially truncated power law δ(1)^−α exp(−δ(1)/β1) yields a slightly higher log-likelihood than a pure power-law, a shifted exponential and an exponential; the average log-likelihood improvement over the exponential fit is about 5%. This result also holds for different values of k.

Then, we study the effect of current degree k: in particular, we are interested in how the probability distribution of δ(k) changes with k. A first indication is given in Figure 9(a), which plots the average temporal gap (δ(k)) between the k-th and k + 1-th edges for different values of k: users with higher degrees tend to wait, on average, for a shorter amount of time. In fact, users wait on average 20 days before adding their second edge but only 7 days when they have about 100 friends. While αk tends to be unrelated to k, the exponential cut-off βk becomes smaller as k grows larger, as seen in Figure 9(b). The final effect is that nodes with higher degrees are more likely to wait for
a shorter time span, as the truncated tail of the power law $P(\delta(k)) \propto \delta(k)^{-\alpha_k} \exp(-\delta(k)/\beta_k)$, as a function of node degree $k$.

It is not surprising that nodes with higher degree add links at a higher pace: given a fixed temporal period, as in our measurement, higher degree nodes add more links than lower degree ones, so their activity has to be faster in the same temporal period. Nonetheless, this heterogeneous temporal behavior is crucial to foster the heterogeneity observed in the degree distribution of social systems [17].

7. PUTTING IT ALL TOGETHER: NEW MODELS

We have seen that a gravity-based attachment, combining spatial distance and node degree, influences how new edges are created (in Section 3). At the same time, we have discussed that triadic and mobility-based closure are mainly shaped by social factors rather than geographic ones (in Section 4 and 5). These two mechanisms seem to be complementary: while the gravity attachment is responsible for edges connecting together different parts of the network, the closure mechanisms seem involved in the creation of local edges between nodes that already share either a friend or a place. Finally, we have analyzed how nodes tend to become faster and faster in creating new edges as they get more connections (in Section 6). Building on all these results, our aim is now to define network growth models which are able to reproduce the spatial and social properties observed in the real network. We stress that the goal of our models is not to accurately reproduce the network or predict edge creation events, but to describe the fundamental mechanisms affecting user behavior.

7.1 Model definition

Following the methodology presented in [17], we describe our model as a simple algorithm to grow a network one node, and one edge, at a time. Our model combines global attachment mechanisms and local closure mechanisms:

1. A new node $u$ joins the network according to a certain arrival discipline and positions itself over the space;
2. A new node $u$ samples its lifetime from an exponential distribution;
3. Node $u$ adds its first edge to node $v$ according to a global connection model (preferential or gravity-based attachment);
4. A node with degree $k$ samples a time gap $\delta$ from a distribution $p(\delta(k)) \propto \delta(k)^{-\alpha_k} \exp(-\delta(k)/\beta_k)$ and then goes to sleep for $\delta$ time steps;
5. When a node wakes up, if its lifetime has not expired yet it creates a new edge: with probability $p$ the node uses the random–random social triangle-closing model, otherwise it uses the total-checkins–degree mobility-based closure.

The probability $p$ allows us to assess the impact that the local closure models have on overall accuracy. In particular, we adopt two variations: we use $p = 1$ so that the model only includes social triadic closure, and we adopt $p = 0.66$ to introduce also mobility-driven closure (this value is motivated by the observed frequency of edge attachments in the real data). This yields a total of 4 different combinations: gravity-based (G), gravity-based with mobility-driven closure (GM), preferential attachment (P) and preferential attachment with mobility-driven closure (PM).

Finally, we note that local closure models only account for about two-thirds of all new social links. The remaining fraction includes ties between users that do not share common friends and that do not visit the same places.

7.2 Evaluation

To test our model we take the real network at the beginning of our measurement, $G_t$, and simulate its growth by adding the missing nodes and check-ins, with their real geographic locations, and the check-ins according to when and where they happen in the real network. However, once they
join the network they add new edges according to our algo-
rithmic model. We stop the evolution when the simulated
network has the same number of nodes as the real one, $G_T$.

All 8 model combinations are run 10 times with differ-
ent random seeds and then their properties are averaged
over all these realizations. When computing the properties
shown in Figures 10, 11, 12 and 13 we only consider edges
added after the start of our measurement period, both in the
real network and in the simulated models, to avoid that the
properties of the initial graph $G_t$ dominate the final result.

The degree distribution observed in the real network and
the two models are depicted in Figure 10: all models are able
to reproduce the distribution, capturing the social proper-
ties of the real network. There is no noticeable difference
between models with and without global attachment. How-
ever, as shown in Figure 11, the probability distribution of
link geographic length is closer to the real one for gravity-
based model, while models P and PM have links with longer
geographic length. We note that models with global attach-
ment have more similar characteristics than those without:
the effect is that models G and GM reproduce better the
real distribution, while social links created by models P and
PM tend to span longer geographic distance. This suggests
a positive effect of a gravity-based global attachment mecha-
nism on the accuracy of the model.

Another important difference between the gravity-based
and the preferential attachment models is highlighted by
considering the geometric average distance of the links of a
user as a function of the node degree. As seen in Figure 12,
models G and GM show an increasing trend as the original
data, while, on the contrary, models P and PM have weaker
correlation between node degree and geographic length of
the links. Again, global attachment emphasizes the dif-
ference between gravity-based and preferential attachment
models, with the first ones reproducing more accurately the
real trend. A similar behavior is observed in Figure 13 the
preferential attachment models create triangles on a much
wider geographic scale than models G and GM, which are
closer to the real data.

We note that when mobility-based closure is used results
always marginally improve with respect to models with only
social triadic closure. This performance increase can be

Figure 10: Probability distribution function (PDF) of node degree for real data and different models: gravity-
based (G), gravity-based with mobility-driven closure (GM), preferential attachment (P), preferential attach-
ment with mobility-driven closure (PM).

Figure 11: Cumulative distribution function (CDF) of link geographic length for real data and different
models: gravity-based (G), gravity-based with mobility-driven closure (GM), preferential attachment (P), preferential attach-
ment with mobility-driven closure (PM).
attributed to the latent geographic information embedded in user check-ins. The effect of global attachment is even stronger, as it enhances the accuracy of gravity-based models, while also reducing the validity of preferential attachment models. These results confirm that the effect of geographic distance cannot be neglected when social networks are studied and modeled: preferential attachment mechanisms need to be modified into gravity-based mechanisms, which are able to correctly balance the effects of node attractiveness and the connection costs imposed by spatial distance. Furthermore, mobility-based closure improves model accuracy, offering additional information about the geographic whereabouts of online users.

7.3 Implications

The importance of our findings goes beyond the definition of accurate models of network evolution. Our results show that the effect of geographic distance cannot be neglected when online social networks are studied and modeled. In reality, preferential attachment and triadic closure together are already able to reproduce the global social properties observed in real social networks, namely the degree distribution and the level of clustering. However, neglecting spatial information about where users are located fails to account for the effect of distance. In real systems users preferentially connect over short distances, resulting in a considerable fraction of short-range ties; instead, ignoring spatial constraints would predict an unlikely majority of long-range connections. This goes against empirical evidence, both in offline and online social systems.

Our findings support the idea that distance has a simple effect on the creation of social ties: the probability of connection between two individuals decreases as a negative power of the spatial distance between them. Yet, this effect must be combined with a process based on “popularity” or “visibility” that introduces heterogeneity across users, such as attachment to the best connected nodes, in order to fully recreate the self-reinforcing mechanisms that lead to the scale-free degree distributions observed in social graphs.

Gravity mechanisms provide an elegant and insightful way...
of combining the effect of distance and the influence of social factors. Surprisingly, the influence of distance on the formation of social triads appears negligible, as other factors become more important at this level. The main implication of the gravity mechanism is that one user may be interested in another because the other user is hugely popular, regardless of their spatial distance, or because the other user is spatially close, regardless of popularity and importance. These mechanisms can be adopted in scenarios where the future evolution of an online social graph has to be estimated: some examples include security mechanisms for online services [1], the design of distributed storage solutions for massive social graphs [24] and the delivery of user-generated content [29].

The overall picture is that proximity both over physical and social dimensions fosters the creation of new social links; the result is that the likelihood of a new connection increases when two individuals share many other connections or when two individuals are close to each other. We also point out that no friend recommendation mechanism was in place on the online service under analysis during the measurement period.

This dual role of proximity has promising applications in a wide range of systems. In particular, despite the abundance of friend recommendation services, only few of them have included spatial closeness in their systems [8, 27]. Our work provides new insights for further research in this direction.

8. RELATED WORK

The temporal patterns of network evolution have been the focus of many studies and several models have been put forward to describe the basic mechanisms that drive network growth. A set of works studied the evolution of online social networks, discussing the densification and diameter reduction observed during the growth of the graph [11, 15]. Even though online social graphs tend to be have an heterogeneous degree distribution in agreement with the preferential attachment principle, these findings highlighted that, in social networks, different mechanisms seem to be in place. More in detail, Leskovec et al. [18] propose a “forest-fire” copying process: when a new node joins the network and connects to a first neighbor, it starts recursively creating new links among the neighbors of the first neighbor, effectively copying the connection already in place. This process mixes preferential attachment, as more connected nodes are more likely to be selected, and transitivity, which fosters new connections between nodes in social proximity. This confirms the importance that triadic closure holds for the evolution of social graphs, as we have seen in our results.

Other works have also been focusing on triadic closure: Simmel noted that people sharing many friends might be more likely to become connected [28]. This effect was then measured in online social networks [19, 14] and included in growth models. With respect to these results, our work explores, for the first time, the effect of spatial distance on network evolution: specifically, we study how distance influences preferential attachment and triadic closure.

Other works have been focusing on general models for spatial networks. One of the earliest examples is the Waxman model, where nodes are distributed at random over space and then connected with probability exponentially decreasing with distance [30]. The Waxman model has also been modified as a growth model, where new nodes join the network and connect with a similar rule [12]. Barthélémy proposed to combine preferential attachment with spatial distance, studying how the resulting graphs move away from being scale-free as the effect of spatial distance is increased [4], albeit this case only considered an exponential decay with distance as in the original Waxman model. Barrat et al. [3] also considered a similar model for weighted networks where preferential attachment is driven by the weight of the existing connections and hampered by spatial distance. While these works contain the initial ideas about including spatial influence in models of network growth, they were based on systems such as transportation networks that lacked social properties. Hence, they tend to focus on an exponential decay of the probability of connection as a function of distance, differently to what observed in social graphs, and they ignore properties arising from triadic closure. Our contribution builds on these findings and bridges together several different insights in order to obtain a suitable model for spatial social graphs.

Another set of works have investigated the spatial properties of social networks: the influence of geographic distance on social connections was firstly discussed in the LiveJournal community [20]. This influence appears so important that it can be exploited to predict where people live given their friends’ locations [1]. Other studies on mobile phone communication networks have found that social triangles tend to extend over large geographic distances [16] and that community detection approaches should take spatial distance into account to achieve better results [9]. The fostering effect of geographic proximity on social ties has been demonstrated considering both purely spatial coincidences [7] and repeated visits to venues [27]. Our work extends these results by analyzing the effect of spatial distance not on the static structure of social networks but on their temporal evolution.

Finally, we adopt the maximum likelihood methodology to and we base our growth model on results presented in [17], where the evolution of four different online social networks was discussed. Again, our work differs as it addresses the effect of geographic distance on the temporal mechanisms that govern network evolution, providing a more complete understanding of the factors driving social behavior. Furthermore, we describe a model of network growth which successfully reproduces both social and spatial properties observed in online social graphs.

9. CONCLUSIONS

In this work we studied the evolution of the social graph of a location-based service. We collected data about social links created and places visited by users over a period of 4 months and we studied the effect of spatial factors on the growth of the network.

We tested different models of edge attachment and we found that on a global scale node degree and spatial distance simultaneously affect how individuals create social connections. On the other hand, on a local scale we studied triadic closure models based on shared friends and on shared places: in these cases social factors are more important than spatial ones. Finally, we explored the temporal properties of network evolution, studying how much time users remain active on the service and how the time elapsed between the creation of consecutive social connections becomes shorter as users have more friends.
Based on our findings, we defined and tested network growth models combining a global gravity-based attachment with local closure models based on shared friends and places. Our models are able to reproduce the structural and spatial properties observed in the traces. Our results highlight basic factors driving social network growth that could impact a range of research efforts and practical applications. Overall, this work builds up on previous results and provides further evidence that spatial factors should not be neglected when studying and modeling online social services.
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